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Overview	  of	  this	  lecture	  

–  Goal:	  highlight	  where	  informa/cs	  approaches	  are	  being	  used,	  insights	  into	  
bioinforma/cs	  research	  related	  to	  epigenomics	  

–  Methods	  by	  pla=orms	  

–  DNA	  methyla/on	  

•  (BS-‐based	  microarray)	  Illumina	  450k	  array	  

•  (Affinity	  capture)	  BATMAN	  +	  new	  Bayesian	  method	  

–  Peak/region	  detec/on	  

•  MACS	  

−  Copy	  number	  and	  MBD/ChIP-‐seq	  

–  Methods	  for	  integra/ng	  mul/ple	  data	  types	  

•  ChromHMM	  

•  Segway	  

•  Clustering	  -‐	  Repitools	  
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DNA methylation is measured using quantitative “genotyping” of
bisulfite-converted genomic DNA. The previously developed Human-
Methylation27 array [8] employed an Infinium I methylation-specific
assay design consisting of two probes per CpG locus: one “unmethy-
lated” and one “methylated” query probe (Fig. 1A). The 3′ terminus of
the probe is designed to match either the protected cytosine (meth-
ylated design) or the thymine base resulting from bisulfite conversion
and whole-genome amplification (unmethylated design). For target
loci with flanking CpG sites, we assumed that methylation would be
regionally correlated and resolved underlying CpG sites to be in phase
with the ‘methylated’ (C) or ‘unmethylated’ (T) query sites. The co-
methylation assumption is based on the study by Eckhardt et al. in
which they bisulfite sequenced chromosomes 6, 20, and 22, and found
over 90% of CpG sites within 50 bases had the samemethylation status
[16]. A recent investigation of correlation of methylation states
between adjacent CpG sites conducted by Shoemaker et al.[17] also
showed that in general methylation status at adjacent sites tends to be
correlated, though suggested that the correlation may depend on the
cell types or nearby polymorphic sites. Our probes have a span of 50
bases and within this distance methylation state is expected to be
highly correlated.

To maximize the utilization of the new array's capacity, we tested
Infinium II assay design which requires one probe per locus for CpG
sites located in regions of low CpG density. The underlying CpG sites
are represented by a “degenerate” R-base, allowing multiple combi-

nations of oligos attached to the bead. The 3′ terminus of the probe
complements the base directly upstream of the query site while a
single base extension results in the addition of a labeled G or A base,
complementary to either the ‘methylated’ C or ‘unmethylated’ T
(Fig. 1B). We demonstrated that Infinium II probes can have up to
three underlying CpG sites within the 50-mer probe sequence (i.e. 23

possible combinations overall) without compromising data quality.
This feature enables the methylation status at a query site to be
assessed independently of assumptions on the status of neighboring
CpG sites.

2.2. Array content selection

We included 485,577 assays (482,421 CpG sites, 3091 non-CpG
sites and 65 random SNPs) representing content categories selected
with the guidance of a Consortium comprised of 22 methylation
researchers representing 19 institutions worldwide. The Consortium
identified a series of content categories including RefSeq genes
(http://www.ncbi.nlm.nih.gov/RefSeq/), CpG islands, CpG island
shores [18–20], Hidden Markov Model-defined CpG islands [21,22],
FANTOM 4 promoters (http://fantom.gsc.riken.jp/4/) [23,24], MHC
regions [25], informatically-identified enhancers [26–28] and others.
The numbers of sites represented for each content category are listed
in Table 1.
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Fig. 1. Infinium Methylation Assay scheme. 1A. Infinium I assay. Two bead types correspond to each CpG locus: one bead type — to methylated (C), another bead type — to
unmethylated (T) state of the CpG site. Probe design assumes same methylation status for adjacent CpG sites. Both bead types for the same CpG locus will incorporate the same type
of labeled nucleotide, determined by the base preceding the interrogated “C” in the CpG locus, and therefore will be detected in the same color channel. 1B. Infinium II assay. One
bead type corresponds to each CpG locus. Probe can contain up to 3 underlying CpG sites, with degenerate R base corresponding to C in the CpG position. Methylation state is
detected by single-base extension. Each locus will be detected in two colors. In the current version of the Infinium II methylation assay design, labeled “A” is always incorporated at
unmethylated query site (“T”), and “G” is incorporated at methylated query site (“C”).
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Overall, very good 
correspondence between 450k 
platform and others (e.g. BS-seq) 
 
Normalization issues for different 
probe types (much current 
research) 
 
 

the normal and tumor samples, respectively. These results indicate
that the beta values generated by the InfiniumHumanMethylation450
array and whole genome bisulfite sequencing are consistent in
reporting DNA methylation state across queried CpG loci (Fig. 5B).

3. Discussion

The body of literature focused on epigenetics research has rapidly
increased over the last several years. This growth has fueled the need
for new technologies and, in particular, the capability to run meth-
ylation analysis with high quality, genome-wide coverage on a plat-
form that also offers high throughput capacity and cost-efficiency
[11,13]. The Infinium HumanMethylation450 was designed with the
guidance of a Consortium comprised of methylation researchers to
meet these needs. The ability to quickly and affordably run genome-

scale methylation analysis aligns with the requirements for large
sample size studies such as The Cancer Genome Atlas project (TCGA;
http://ocg.cancer.gov/programs/tcga.asp) and the International Can-
cer Genome Consortium initiatives (ICGC; http://www.icgc.org). The
growing number of examples of reproducible associations identified
through genome-wide association studies (GWAS) suggests that sim-
ilar sample size ranges applied in genome-wide methylation screens
could similarly lead to findings that might otherwise be missed. And
while important questions pertaining to study design remain, the
potential value of epigenome-wide association studies as well as the
integration of genotype and methylation data across sample popula-
tions has already begun to be explored [13,37,38].

Fig. 3. Distribution of Methylation values for Infinium I and Infinium II loci.
Unmethylated (U), Hemi-methylated (H), and Methylated (M) reference standards
were created from Coriell genomic DNA sample as discussed in Methods. Note slightly
different performance of Infinium I and Infinium II assays in regard to beta value
distribution.

R2=0.97 

Fig. 4. Correlation between HumanMethylation450 and HumanMethylation27 arrays.
The plot illustrates the correlation of beta values between HumanMethylation450 and
HumanMethylation27 arrays across 25,978 different CpG sites in MCF7 cell line DNA
sample. Over 90% of loci carried over from the HumanMethylation27 array were
converted to Infinium II probe design for consistency with other probes on the 450K
array. Good correlation (R2=0.97) was observed between two array platforms.
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Fig. 5. Comparison between DNA methylation values generated by HumanMethyla-
tion450 array and Whole-genome bisulfite sequencing. 5A. Difference in methylation
measurement between WGBS and HumanMethylation450 array. Comparison between
methylation states (beta values) for 189,821 CpG loci in human normal lung sample
and 167,996 CpG loci in human lung tumor sample measured on HumanMethyla-
tion450 array and by whole-genome bisulfite sequencing on Illumina HiSeq2000 for the
same samples. Loci with 10–120× coverage in the sequencing data set and loci with
detection p-valueb0.01 were selected for comparison. Methylation values calculated
for the sequencing data were subtracted from beta values generated by GenomeStudio
for the HumanMethylation450 array. 88% of loci have delta betab |0.2|, and 97% of loci
have delta betab |\0.3|. Correlation R2=0.96. 5B. Correlation between WGBS and
HumanMethylation450 array data. Scatter plot between methylation states (beta
values) for a set of 48,809 CpG loci in a human lung cancer sample measured by
HumanMethylation450 array and whole-genome bisulfite sequencing. Only the loci
with 20–90 reads in the sequencing data set and loci with detection p-valueb0.01 in the
array data were selected for comparison.
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Not only are type I and type II 
probes distributed very 
differently, the presence of CpG 
sites (which can be unmethylated 
or methylated) can affect the 
observed signal. 
 
Also, present of SNPs in probe 
may differentially affect human 
samples 
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importantly, the fact that samples in large studies are
acquired, and often measured, across long periods of
time make them particularly susceptible to ‘batch
effects’ – unobserved correlation structures between
subgroups of samples run in high-throughput experi-
ments.28 These effects are characterized by sub-groups
of measurements that have qualitatively different
behaviour across conditions and are unrelated to the
biological or scientific variables in a study. The most
common batch effect is introduced when subsets of
experiments are run on different dates. Although pro-
cessing date is commonly used to account for batch
effects, in a typical experiment these are probably
only surrogates for other unknown sources of vari-
ation, such as ozone levels, laboratory temperatures
and reagent quality. Unfortunately, most possible
sources of batch effects are not recorded during
genomic data generation.
The problems outlined above for DNA methylation

high-throughput data in epidemiological studies re-
quire a novel analysis strategy. Here, we introduce a
generic method that combines surrogate variable
analysis (SVA),29 a statistical method for modelling
unexplained heterogeneity like batch effects in gen-
omic measurements, with regression modelling,
smoothing techniques and modern multiple compari-
son approaches to provide reliable lists of epigenomic
regions of interest from epidemiological data.

We highlight the strengths of our method and dem-
onstrate the utility of combining batch correction with
bump hunting in DNA methylation data.

Methods
Our goal is to identify genomic regions associated
with disease via genome-scale microarray-based epi-
genomic data and epidemiological disease-related
(covariate/exposure/phenotype) data.

Statistical methods
We formalize the relationship between methylation,
disease phenotype, covariates and potential confound-
ing due to batch effects via the following statistical
model (Equation 1):

Yij ¼ !ðtjÞ þ "ðtjÞXi þ
Xp

k¼1

!kðtjÞZi, k þ
Xq

l¼1

al, jWi, l þ "i, j

For the epigenomics data, let Yij be the epigenomic
measurement (e.g. percentage DNA methylation), ap-
propriately normalized and transformed, at the j-th
genomic locus (e.g. each vertical scatter of points in
Figure 1A) for individual i. The variable tj denotes the
location on the genome of the j-th locus (i.e. ‘chromo-
some 2, position 42233500’), and the population

A

B

Figure 1 Example of a differentially methylation region (DMR). (A) The points show methylation measurements from the
colon cancer dataset plotted against genomic location from illustrative region on chromosome 2. Eight normal and eight
cancer samples are shown in this plot and represented by eight blue points and eight red points at each genomic location
for which measurements were available. The curves represent the smooth estimate of the population-level methylation
profiles for cancer (red) and normal (blue) samples. The green bar represents a region known to be a cancer DMR.20 (B)
The black curve is an estimate of the population-level difference between normal and cancer. We expect the curve to vary
due to measurement error and biological variation but to rarely exceed a certain threshold, for example those represented by
the red horizontal lines. Candidate DMRs are defined as the regions for which this black curve is outside these boundaries.
Note that the DMR manifests as a bump in the black curve
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importantly, the fact that samples in large studies are
acquired, and often measured, across long periods of
time make them particularly susceptible to ‘batch
effects’ – unobserved correlation structures between
subgroups of samples run in high-throughput experi-
ments.28 These effects are characterized by sub-groups
of measurements that have qualitatively different
behaviour across conditions and are unrelated to the
biological or scientific variables in a study. The most
common batch effect is introduced when subsets of
experiments are run on different dates. Although pro-
cessing date is commonly used to account for batch
effects, in a typical experiment these are probably
only surrogates for other unknown sources of vari-
ation, such as ozone levels, laboratory temperatures
and reagent quality. Unfortunately, most possible
sources of batch effects are not recorded during
genomic data generation.
The problems outlined above for DNA methylation

high-throughput data in epidemiological studies re-
quire a novel analysis strategy. Here, we introduce a
generic method that combines surrogate variable
analysis (SVA),29 a statistical method for modelling
unexplained heterogeneity like batch effects in gen-
omic measurements, with regression modelling,
smoothing techniques and modern multiple compari-
son approaches to provide reliable lists of epigenomic
regions of interest from epidemiological data.

We highlight the strengths of our method and dem-
onstrate the utility of combining batch correction with
bump hunting in DNA methylation data.

Methods
Our goal is to identify genomic regions associated
with disease via genome-scale microarray-based epi-
genomic data and epidemiological disease-related
(covariate/exposure/phenotype) data.

Statistical methods
We formalize the relationship between methylation,
disease phenotype, covariates and potential confound-
ing due to batch effects via the following statistical
model (Equation 1):

Yij ¼ !ðtjÞ þ "ðtjÞXi þ
Xp

k¼1

!kðtjÞZi, k þ
Xq

l¼1

al, jWi, l þ "i, j

For the epigenomics data, let Yij be the epigenomic
measurement (e.g. percentage DNA methylation), ap-
propriately normalized and transformed, at the j-th
genomic locus (e.g. each vertical scatter of points in
Figure 1A) for individual i. The variable tj denotes the
location on the genome of the j-th locus (i.e. ‘chromo-
some 2, position 42233500’), and the population
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Figure 1 Example of a differentially methylation region (DMR). (A) The points show methylation measurements from the
colon cancer dataset plotted against genomic location from illustrative region on chromosome 2. Eight normal and eight
cancer samples are shown in this plot and represented by eight blue points and eight red points at each genomic location
for which measurements were available. The curves represent the smooth estimate of the population-level methylation
profiles for cancer (red) and normal (blue) samples. The green bar represents a region known to be a cancer DMR.20 (B)
The black curve is an estimate of the population-level difference between normal and cancer. We expect the curve to vary
due to measurement error and biological variation but to rarely exceed a certain threshold, for example those represented by
the red horizontal lines. Candidate DMRs are defined as the regions for which this black curve is outside these boundaries.
Note that the DMR manifests as a bump in the black curve
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genome (Arabidopsis22,26) and the first high-
resolution DNA methylation profile of
human promoters27. However, until now, it
has not been possible to estimate absolute
methylation levels from MeDIP, and analysis
of regions with low CpG density has been
assumed to be problematic27.
Although no single experimental method

offers the ‘perfect solution’, MeDIP-chip has
quickly become a widely used20–22,26–31 and
cost-effective approach for genome-wide and/
or whole-genome DNA methylation analysis.
Here, we report the development of a cross-
platform algorithm—Batman—that can esti-
mate absolute DNA methylation levels, across
a wide range of CpG densities, from MeDIP-
based experiments. We first demonstrate Bat-
man’s performance on MeDIP-chip, and then
show it can also be used to analyze MeDIP profiles generated from
next-generation sequencing—a technique we called MeDIP-seq,
described here. Our MeDIP-seq data represent a high-resolution
whole-genome DNA methylation profile of a mammalian genome,
which to our knowledge has not been done before. Batman is a cross-
platform analytical tool for data generated from microarrays or
next-generation sequencing and will aid future studies aiming to
understand the role of DNA methylation in the wider context of
the epigenome.

RESULTS
Generation of human genome-wide MeDIP-chip data
MeDIP was performed on three biological replicates of mature
spermatozoa from normal human donors (Supplementary Table 1
online) using a modified version of the original MeDIP protocol20

(Supplementary Figs. 1 and 2 online). Human spermatozoa are
relatively homogenous, easily obtained and of interest from the
point of view of understanding the role of DNA methylation during
gametogenesis, fertilization and early embryogenesis. After MeDIP,
samples were hybridized to custom high-density oligonucleotide
microarrays (Nimblegen Systems) that contained 42,144 regions
of interest (ROIs), each typically 500–1,000 bp in length, containing
5–10 unique 50-mer probes. The ROIs overlapped 82% of all known
transcriptional start sites (TSSs), 72% of nonpromoter CpG islands
and a number of exonic, intronic and intergenic regions in the human
genome (Ensembl genome browser32, Homo sapiens release 45.36 g,
NCBI36). The correlation coeffecients (Pearson’s) ranged from 0.54 to
0.72 among the three biological replicates and 0.82 between a pair of
technical replicates (dye swaps), suggesting our MeDIP-chip experi-
ments were reproducible.

Bayesian tool for methylation analysis (Batman)
The efficiency of immunoprecipitation in MeDIP depends on the
density of methylated CpG sites, which vary greatly within any given
mammalian genome, making it difficult to distinguish variations in
enrichment from confounding CpG density effects27. Consequently,
until now, it has been impossible to estimate absolute methylation
levels fromMeDIP experiments, and the analysis of CpG-poor regions,
in particular, has been assumed to be difficult27. Therefore, to analyze
our MeDIP-chip data, we developed a new algorithm that models the
effect of varying densities of methylated CpGs on MeDIP enrichment.
This transforms normalized MeDIP-chip log2-ratios into a quantita-
tive measure of DNA methylation across a wide range of CpG

densities. Our algorithm, Batman, is implemented as a suite of
Java scripts (freely available from http://td-blade.gurdon.cam.ac.uk/
software/batman/ under the GNU Lesser General Public License).
Batman relies on the knowledge that almost all DNA methylation in

mammals occurs at CpG dinucleotides and, consequently, generates
methylation estimates in this context only. We define the coupling
factor, Ccp, between probe p and CpG dinucleotide c as the fraction of
DNA molecules hybridizing to probe p that contain the CpG c. As we
know the approximate range of DNA fragment sizes used in the
MeDIP experiment (typically 400–700 bp) and assume that there are
no fragment-length biases, this is simply a function of the distance
between the probe’s genomic location and the CpG dinucleotide. This
can be estimated empirically by sampling from the fragment-length
distribution and randomly placing each fragment such that it overlaps
the probe. The resulting distribution is shown in Figure 1a. For a
given probe, the sum of coupling factors, which we call Ctot, gives a
measure of local CpG density. Plotting this parameter against the
normalized log2-ratios from a typical MeDIP-chip experiment shows a
fairly complex relationship (Fig. 1b). However, consistent with the fact
that most CpG-poor regions are methylated, whereas the regions
richest in CpG motifs (CpG islands) are generally unmethylated,
focusing on the low-CpG portion of this plot reveals an approximately
linear relationship between the MeDIP-chip output and the density of
methylated CpGs as measured by Ctot. Based on this observation, and
assuming that only methylated CpGs contribute to the observed
signal, we developed a model whereby the signal observed at each
array probe should depend on the methylation states of all nearby
CpGs, weighted by the coupling factors between those CpGs and the
probe. If we let mc indicate the methylation state at position c, and
assume that the errors on the microarray are normally distributed with
precision, then we can write a probability distribution for a complete
set of array observations, A, given a set of methylation states, m, as:

fðAjmÞ ¼
Y

p

GðApjAbase + r
X

c

Ccpmc; n$1Þ

where G (x|m, s2) is a Gaussian probability density function. We can
now use any standard Bayesian inference approach to find f(m|A), the
posterior distribution of the methylation state parameters given the
array (MeDIP-chip) data, and thus generate quantitative methylation
profile information.
To reduce the computational cost of analyzing regions with very

high CpG density, we took advantage of the fact that CpG methylation
state is generally very highly correlated over a scale of hundreds of
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Figure 1 Calibration of the Batman model against MeDIP-chip data. (a) Estimated CpG coupling
factors for a MeDIP-chip experiment as a function of the distance between a CpG dinucleotide and a
microarray probe. (b) Plot of array signal against total CpG coupling factor, showing a linear regression
fit to the low-CpG portion, as used in the Batman calibration step. This plot shows all data from one
array on chromosome 6.
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identified all 15 as being heavily methylated
(81–100% methylation, Supplementary
Table 2 online). We further validated the
Batman analysis by bisulfite-PCR sequencing
of the same sperm samples used for MeDIP-
chip. We selected 29 ROIs spanning a range
of CpG densities and again observed a very
good correlation (R2 ¼ 0.85, Supplementary
Fig. 3 and Supplementary Table 3 online).
We also tested Batman’s performance on

an independently generated MeDIP-chip data
set27. Weber et al. (2007) analyzed MeDIP
profiles of B16,000 promoters in human
WI38 primary lung fibroblasts using high-
density oligonucleotide arrays. We applied
Batman to their MeDIP-chip data and
analyzed promoters for which they also gen-
erated bisulfite-sequencing data (Supplemen-
tary Fig. 4 online). Batman was able to estimate absolute methylation
levels over a wide range of CpG densities including low CpG density
promoters (or LCPs27, CpGo/e B0.2).
As there is still a degree of noise in the Batman results, we also show

the mean Batman score for all regions with a given bisulfite methyla-
tion state (Fig. 2c), demonstrating Batman’s output correlates almost
linearly with the bisulfite results. It should be noted that Batman rarely
outputs very extreme values (close to 0% or 100%) from MeDIP-chip
data. This is a consequence of the Bayesian approach taken by Batman:
each methylation call is associated with some degree of uncertainty, as
represented by a credible interval. As methylation levels o0% or
4100% are meaningless, the entire credible interval must fit within a
0–100% scale. This means that the most credible estimates of
methylation state are displaced away from the extremes. In principle,
it would be possible to correct for this ‘compression‘ artifact by
reading values off a curve (Fig. 2c). However, this transformation
would complicate any consideration of the uncertainties attached to
each methylation estimate. As we do not find the compression to be a
major problem when working with MeDIP-chip data, we report the
output of the Bayesian model directly.

A human methylome generated using MeDIP-seq
Recently, next-generation sequencing technologies have emerged as
powerful tools for whole-genome profiling of epigenetic modifica-
tions. They have been combined with chromatin immunoprecipita-
tion (ChIP-Seq)34,35 for the analysis of histone modifications in
human and mouse and with bisulfite sequencing (BS-seq19) to
elucidate the DNA methylation profile of the 120-Mb Arabidopsis

genome. Inspired by these approaches, we combined MeDIP with
next-generation sequencing—an approach we term MeDIP-seq—to
generate a high-resolution whole-genome DNA methylation profile
(DNA methylome) of a mammalian genome and show that Batman
can also be used to estimate absolute DNA methylation levels from
MeDIP-seq DNA methylome data.
We performed a second MeDIP on one of the sperm samples

used in our MeDIP-chip experiments (sample SP3, Supplementary
Table 1). The immunoprecipitated fraction was then subjected to
next-generation sequencing using an Illumina Genome Analyzer. We
obtained B34.2 million single- and B12 million paired-end reads
that were mapped to the human genome using the Maq software
(http://maq.sf.net/ and Li et al., data not shown). Only high-quality
read placements (Maq quality Z 10) were used, resulting in a total of
B26.5 million reads meeting this criterion. To maximize coverage,
given the relatively short reads generated by the Illumina Genome
Analyzer, we performed a smoothing step on the data by extending
each paired-end read to a constant length of 500 bp and representing
each singleton read as a 500-bp block centered around the single read’s
mapping position. We do not expect this step to be necessary if longer
fragments are selected.
Assessment of the mapping quality revealed a degree of nonuni-

formity. For instance, there is a secondary peak of windows with
extremely low mapping quality (o10% of reads map with q Z 10)
(Fig. 3a). Many of these windows occur in large (megabase-scale)
blocks. Investigation of representative examples suggests that they
correspond with known duplications/structural variations in the
human genome32 (data not shown). We chose to mask out these
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Figure 3 Mapping quality and genomic coverage of the MeDIP-seq data. (a) Histogram showing the
fractions of high-quality paired-end read mappings in 50-kb windows across the genome. (b) Fraction of
methylated regions (460% methylation) that are not covered by reads in our MeDIP-seq data set. As
with all the MeDIP-seq analyses, the reads are extended to a length of 500 bp.

Figure 4 Comparison of Batman-analyzed
MeDIP-seq data with bisulfite-PCR sequencing
data from the Human Epigenome Project.
(a) MeDIP-seq read depth (that is, the number
of confidently placed reads overlapping a given
point in the genome) for points overlapping HEP
amplicons, plotted against total CpG coupling
factor. Points are colored according to sperm
DNA methylation (yellow-blue represents
0–100% methylation), as measured in HEP16.
(b) MeDIP-seq versus sperm bisulfite-PCR sequencing data from HEP16. 100 bp MeDIP-seq tiles are plotted against 1,322 overlapping HEP bisulfite-PCR
amplicons. As in Figure 2b, HEP methylation values for all CpGs that overlapped any given 100-bp MeDIP-seq tile were averaged, and all 100-bp windows
were required to have at least two HEP scores (that is, either data from the top and bottom strand for a single CpG site, or at least two CpG sites) that
differed by o50%. The purple-yellow (0–30) color bar on the right of each figure shows the total CpG coupling factor for each 100-bp tile. The same data
stratified by CpG density is displayed in Supplementary Fig. 4 online.
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technical replicates (dye swaps), suggesting our MeDIP-chip experi-

The efficiency of immunoprecipitation in MeDIP depends on the

. Consequently,

levels fromMeDIP experiments, and the analysis of CpG-poor regions,
. Therefore, to analyze

our MeDIP-chip data, we developed a new algorithm that models the

probe. If we let mc indicate the methylation state at position c, and
assume that the errors on the microarray are normally distributed with
precision, then we can write a probability distribution for a complete
set of array observations, A, given a set of methylation states, m, as:

fðAjmÞ ¼
Y

p

GðApjAbase + r
X

c

Ccpmc; n$1Þ

where G (x|m, s2) is a Gaussian probability density function. We can
now use any standard Bayesian inference approach to find f(m|A), the
posterior distribution of the methylation state parameters given the
array (MeDIP-chip) data, and thus generate quantitative methylation
profile information.

Same assumptions for MeDIP-
chip (continous) can be applied 
to MeDIP-seq (count) and work 
quite well. 
 
Some potential disadvantages: 
1.  No reads = no DNA 

methylation or assay doesn’t 
capture the region 

2.  MCMC is very 
computationally intensive 
(10-15h per chromosome) 
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A	  new	  method	  is	  desired	  that:	  

•  is	  computa/onally	  light	  

•  uses	  a	  control	  to	  i)	  improve	  es/ma/on;	  
ii)	  know	  where	  the	  assay	  is	  efficient	  

•  can	  give	  variance	  es/mates	  

•  account	  for	  copy	  number	  
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Model approach

Consider genomic-region i (e.g. 500 bp region) and let

Model

yi,IMR90|µi ,λi ∼ Poisson(const × µi × λi); yi,SssI|λi ∼ Poisson(λi)

const: offset for the (effective) relative sequencing depth, CNV, etc.

λi : region-specific read density, and

µi : the regional methylation level (Parameter of interest)

Prior distributions

Uniform prior for µi

Gamma prior for λi , with parameters found over empirical Bayes
dependent of the CpG density.

Posterior marginal distribution of µi

Available as closed-form expression ⇒ Posterior mean and variance.

Andrea Riebler (andrea.riebler@uzh.ch) March 30, 2012
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2.5 Figure 5 - Methylation estimates IMR-90 chromosome 7

Methylation estimates obtained by MEDIPS, Batman and BayMeth compared to the methylation levels

obtained by WGBS. Results are shown for bins where the depth in the truth is within (70, 2.04e+ 03] and

the depth in the control between (9, 189].

2.6 Figure 6 - Pick crosses from Figure 5 and show tracks with estimates

Fixme: TODO

17

Better 
overall 
prediction 
performance 
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Can improve 
even further by 
integrating CNV 
information 

Effect of offset for copy number variation

Genome-wide comparison of estimates obtained by the
standard and copy-number adjusted approach.
Validation data obtained by 450K methylation array.

Andrea Riebler (University of Zurich) June 26th, 2012 Page 17 of 20

Unadjusted                             Adjusted 



Institute of Molecular Life Sciences 

Pipelines:	  sequencing	  reads	  
to	  data	  analysis	  for	  ChIP-‐seq	  

06.07.12 Epigenomics, Mark D. Robinson 
 

Page 17 

Nature Reviews | Genetics
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Figure 4 | Overview of ChIP–seq analysis. The raw data for chromatin immunopre-
cipitation followed by sequencing (ChIP–seq) analysis are images from the 
next-generation sequencing platform (top left). A base caller converts the image data 
to sequence tags, which are then aligned to the genome. On some platforms, they are 
aligned with the aid of quality scores that indicate the reliability of each base call. 
Peak calling, using data from the ChIP profile and a control profile (which is usually 
created from input DNA), generates a list of enriched regions that are ordered by false 
discovery rate as a statistical measure. Subsequently, the profiles of enriched regions 
are viewed with a browser and various advanced analyses are performed.

for the ChIP–seq experiment. As the number of reads 
per run continues to increase, the ability to sequence 
multiple samples at the same time (referred to as ‘mul-
tiplexing’) becomes important for cost effectiveness. In  
theory, multiplexing of samples is not difficult and only 
requires different barcode adaptors to be ligated to dif-
ferent samples during sample preparation. Even allowing 
for sequencing errors, a few bases are sufficient to serve 
as unique identifiers for many samples. In practice, how-
ever, multiplexing has not been widely used so far on the 
Illumina platform owing to uneven coverage of the sam-
ples and other technical problems. However, some recent 
protocols show promise49, and multiplexing is likely to 
be used frequently in the future.

Additional considerations. Although ChIP fragments  
are generally sequenced at the 5  ends, they can also 
be sequenced at both ends, as is frequently done for 
detection of structural variations in the genome19. 
Paired-end sequencing can be used in conjunction with 
ChIP to provide additional specificity (especially when 
mapping repetitive regions) and to map long-range  
chromatin interactions50.

ChIP experiments should be replicated to ensure 
reproducibility of the data. For microarrays, platforms 
and protocols have improved substantially so that  
replicate experiments using the same samples are 

generally no longer needed. Although this is likely to 
become the case for ChIP–seq51, replicate experiments 
are still recommended to account for variation between 
samples and to verify the fidelity of experimental  
steps. Assuming that they are sequenced deeply, two 
concordant replicate experiments are usually sufficient, 
as a third replicate seems to add little value38.

Challenges in data analysis
As NGS platforms and ChIP–seq protocols mature, data 
generation is gradually becoming routine, and the limit-
ing factor in a study is shifting to computational analysis 
of the data and to validation experiments. In this sec-
tion, I discuss the key issues and concepts involved in 
data analysis. These concepts underpin a much wider 
range of ChIP–seq analysis techniques, which are too 
varied and complex to be discussed in this review. A 
flow chart of the steps involved in ChIP–seq analysis is  
shown in FIG. 4.

Data management. Next-generation sequencing  
produces an unprecedented amount of data. Raw data 
and images are on the order of terabytes per machine 
run, which makes data storage a challenge even for facili-
ties with considerable expertise in the management of 
genomic data. Data can be stored at three levels: image 
data, sequence tags and alignment data. Ideally, the raw 
image data should be kept so that if a new base caller is 
developed the raw data can be reprocessed. Sequence 
tags can be used to map the data when an improved 
aligner is available or when a reference genome assembly 
is updated. Alignment data can be useful for generating 
summary statistics and can be used to generate SNP or 
copy number variation calls. There is no consensus in 
the community with regard to which data types should 
be stored, but many argue that the image data are too 
expensive to maintain and that a reasonable approach is 
to discard the raw data after a short period of time and 
keep only the sequence-level data.

In microarray-based studies, investigators are 
encouraged, and often required, to submit their data 
upon publication to a public database, such as Gene 
Expression Omnibus52. For NGS data, data transfer and 
maintenance are more complicated owing to the large 
file sizes. Depositing data through standard FTP or 
HTTP protocols, for instance, is likely to fail when many 
gigabytes are to be uploaded. To meet this challenge, the 
National Center for Biotechnology Information in the 
US, the European Bioinformatics Institute and the DNA 
Databank of Japan have developed the Sequence Read 
Archive53,54. To ensure that the archive is useful to the 
community, meta-data describing the details of each 
experiment should be submitted to the repositories at 
the same time as the sequencing data.

Genome alignment. Image processing and base calling  
are platform specific and are mostly done using the 
software provided by the sequencing platform manu-
facturer, although some new base callers have been 
proposed recently 55,56 for the Illumina platform. 
More important is the choice of strategy for genome 

REVIEWS
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Many sequencing experiments 
have some common initial 
preprocessing elements (e.g. read 
mapping); microarray experiments 
– normalization. 
 
Downstream informatic analyses 
are specific to the scientific 
question. 
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enumerating the conceptual modules of each data set. 
For example, clustering of RNA expression reveals co-
expressed genes98, clustering of histone modifications 
gives loci that share similar chromatin structure57,89,99, 
protein–protein interaction clustering finds proteins in 
the same complex100, and genetic interaction clustering 
reveals members of the same or similar pathways55.

Although all modules are tethered to the genome, 
modules from one experiment are not linked to those 
from others. Thus, the next task in data integration is 
to connect these modules. One approach is to examine 
a module from one data type — for example, chromatin 
signatures — in the context of another data type — for 
example, DNA methylation25,101,102. Alignment of data 
sets on a browser, such as the University of California-
Santa Cruz (UCSC) Genome Browser103, might be useful 
in this regard (FIG. 3). Furthermore, the Genome Browser 
also contains annotations, such as gene definitions, 
evolutionary conservation and disease associations104.  
Therefore, co-clustering of new experimental data 
with known annotations can provide an easy bridge 

to hypothesis generation. In the past, when genomics  
consisted only of global gene-expression analysis, anno-
tation libraries such as Gene Ontology105 and the more 
sophisticated Gene Set Enrichment Analysis106 were 
developed to provide an easy way to assess the biological 
significance of gene hits. As data sets are now extending 
to include ncRNAs, disease-associated SNPs and regions 
of transcription-factor binding, it seems that ‘Locus 
Set Enrichment Analysis’ will be an important part of 
genomics. Sets of loci that share factor binding, epigenetic 
modifications or disease association will provide efficient 
ways to form hypotheses regarding function outside of  
coding regions.

Another approach to connecting conceptual mod-
ules involves network biology, which leverages high-
throughput techniques to find relationships that connect 
genomic loci and conceptual groups. Such approaches 
include: Hi-C, which maps how chromosomal interac-
tions connect genomic loci to each other; E-MAPs, which 
use genetic interactions to connect proteins to pathways; 
and ChIP–seq, which links transcription factors with 

Figure 3 | Data visualization. The University of California-Santa Cruz (UCSC) Genome Browser is a tool for viewing 
genomic data sets. A vast amount of data is available for viewing through this browser. This example from the browser 
shows numerous data types in K562 cells from the ENCODE Consortium. A random gene was selected — katanin p60 
subunit A-like 1 (KATNAL1) — that shows several points that can be identified by using this tool. The promoter has a 
typical chromatin structure (a peak of histone 3 lysine 4 trimethylation (H3K4me3) between the bimodal peaks of 
H3K4me1), is bound by RNA polymerase II (RNAPII) and is DNase hypersensitive. The gene is transcribed, as indicated 
by RNA sequencing (RNA–seq) data, as well as H3K36me3 localization. The gene lies between two CCCTC-binding 
factor (CTCF)-bound sites that could be tested for insulator activity. An intronic H3K4me1 peak (highlighted) predicts 
an enhancer element, corroborated by the DNase I hypersensitivity site peak. There is a broad repressive domain of 
H3K27me3 downstream, which could have an open chromatin structure in another cell type.
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in performance between the NRSF and GABP datasets came from
the Kharchenko’s spp package, wtd and mtc, which were less
sensitive in the GABP dataset. The decreased sensitivity of the spp
methods on the GABP dataset may be caused by the broader
enrichment regions noted in this dataset (see Figures S6, S7 and S8
and further discussion in the ‘‘Spatial Resolution’’ section).
Directional scoring methods are known to be less useful for
identifying broad enrichment signals, such as histone modification
or RNA polymerase binding, due to blurring of the signal between
the forward and reverse reads (Figure 1B).
Though high in confidence, the qPCR gold-standards cover

only a handful of sites across the genome, perhaps limiting our
ability to assess more subtle difference in sensitivity. To gain a
more comprehensive picture of sensitivity between these methods,
a whole genome scan for the presence of high confidence
canonical binding motifs was conducted. This approach, which
permits an assessment of sensitivity from a larger database,
generated a list of more than 3000 potential NRSF and 6500
GABP binding sites. The coverage of these motif occurrences
largely recapitulates the patterns seen with the qPCR binding site
analysis, suggesting that the similarities observed with the high
confidence qPCR database are not simply artifacts of the small
sample size (Figure 5B,D). In summary, the sensitivity of all
methods on the NRSF dataset remains remarkably similar over
most of the peak-lists, while more noticeable differences emerge in
examining the GABP data. The similarities from the NRSF data
likely emerge from the fact that many algorithms may have been
tested and trained on this same dataset, thereby optimizing their
default settings. The differences seen with GABP highlight the
potential variability in performance and seem to indicate that, for
this dataset, directional scoring methods were less sensitive

(SISSRS, mtc, wtd), corroborating the findings from our qPCR
analysis.
It is important, however, to consider that high confidence motif

sites represent putative binding sites for the transcription factor.
Some sites may not be occupied under the experimental
conditions and may not even be present in the cell line’s genome,
given that cell lines are prone to genomic instability. Thus, while
the co-occurrence of motif instances and detected peaks likely
represent true binding sites, the failure to identify a peak at a motif
site has a several possible explanations.

Specificity. Assessing the rate of false positives in the peak
lists is a challenging task. The available set of qPCR-determined
negative sites for NRSF provides only 30 ‘‘true negatives’’, defined
as sites where enrichment was less than 3 fold [45]. By this
standard, nine of eleven programs called a total of two putative
false positives (CisGenome and QuEST found none). The same
two ‘‘true negative’’ sites (chr20: 61280784–61280805 and
chr6:108602345–108602365 in hg18) were identified by all nine
programs. Although this could indicate some systematic bias in
peak calling, Kharchenko et al. argue that, based on sequence tag
distributions, these sites are likely bound by NRSF under the
ChIP-seq experimental conditions (see Supplementary Fig. 9 from
Kharchenko et al. [31]). Thus, we find these ‘‘negative’’ sites and
their corollaries in the GABP dataset unreliable for assessing the
specificity of the different programs using metrics such as a
receiver operator curve (ROC), despite the fact that other groups
have used this metric previously [12].
In the absence of an appropriate dataset for rigorous false

positive testing, many investigators prefer to examine a stringent
set of binding sites. Thus, programs must provide accurate means
for ranking peaks according to some confidence metric. To assess

Figure 2. ChIP-seq peak calling programs selected for evaluation. Open-source programs capable of using control data were selected for
testing based on the diversity of their algorithmic approaches and general usability. The common features present in different algorithms are
summarized, and grouped by their role in the peak calling procedure (colored blocks). Programs are categorized by the features they use (Xs) to call
peaks from ChIP-seq data. The version of the program evaluated in this analysis is shown for each program, as the feature lists can change with
program updates.
doi:10.1371/journal.pone.0011471.g002

Testing of ChIP-Seq Algorithms

PLoS ONE | www.plosone.org 4 July 2010 | Volume 5 | Issue 7 | e11471

Wilbanks and Facciotti 
(2010) PLoS ONE 
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unknown to the user. Second, ChIP-Seq data exhibit regional
biases along the genome due to sequencing and mapping
biases, chromatin structure and genome copy number varia-
tions [10]. These biases could be modeled if matching control
samples are sequenced deeply enough. However, among the
four recently published ChIP-Seq studies [5-8], one did not
have a control sample [5] and only one of the three with con-
trol samples systematically used them to guide peak finding
[8]. That method requires peaks to contain significantly
enriched tags in the ChIP sample relative to the control,
although a small ChIP peak region often contains too few con-
trol tags to robustly estimate the background biases.

Here, we present Model-based Analysis of ChIP-Seq data,
MACS, which addresses these issues and gives robust and
high resolution ChIP-Seq peak predictions. We conducted
ChIP-Seq of FoxA1 (hepatocyte nuclear factor 3α) in MCF7
cells for comparison with FoxA1 ChIP-chip [1] and identifica-
tion of features unique to each platform. When applied to
three human ChIP-Seq datasets to identify binding sites of
FoxA1 in MCF7 cells, NRSF (neuron-restrictive silencer fac-
tor) in Jurkat T cells [8], and CTCF (CCCTC-binding factor) in
CD4+ T cells [5] (summarized in Table S1 in Additional data
file 1), MACS gives results superior to those produced by
other published ChIP-Seq peak finding algorithms [8,11,12].

Results
Modeling the shift size of ChIP-Seq tags
ChIP-Seq tags represent the ends of fragments in a ChIP-
DNA library and are often shifted towards the 3' direction to
better represent the precise protein-DNA interaction site. The
size of the shift is, however, often unknown to the experi-
menter. Since ChIP-DNA fragments are equally likely to be
sequenced from both ends, the tag density around a true
binding site should show a bimodal enrichment pattern, with
Watson strand tags enriched upstream of binding and Crick
strand tags enriched downstream. MACS takes advantage of
this bimodal pattern to empirically model the shifting size to
better locate the precise binding sites.

Given a sonication size (bandwidth) and a high-confidence
fold-enrichment (mfold), MACS slides 2bandwidth windows
across the genome to find regions with tags more than mfold
enriched relative to a random tag genome distribution. MACS
randomly samples 1,000 of these high-quality peaks, sepa-
rates their Watson and Crick tags, and aligns them by the
midpoint between their Watson and Crick tag centers (Figure
1a) if the Watson tag center is to the left of the Crick tag
center. The distance between the modes of the Watson and
Crick peaks in the alignment is defined as 'd', and MACS shifts
all the tags by d/2 toward the 3' ends to the most likely pro-
tein-DNA interaction sites.

When applied to FoxA1 ChIP-Seq, which was sequenced with
3.9 million uniquely mapped tags, MACS estimates the d to be

only 126 bp (Figure 1a; suggesting a tag shift size of 63 bp),
despite a sonication size (bandwidth) of around 500 bp and
Solexa size-selection of around 200 bp. Since the FKHR motif
sequence dictates the precise FoxA1 binding location, the true
distribution of d could be estimated by aligning the tags by the
FKHR motif (122 bp; Figure 1b), which gives a similar result
to the MACS model. When applied to NRSF and CTCF ChIP-
Seq, MACS also estimates a reasonable d solely from the tag
distribution: for NRSF ChIP-Seq the MACS model estimated
d as 96 bp compared to the motif estimate of 70 bp; applied to
CTCF ChIP-Seq data the MACS model estimated a d of 76 bp
compared to the motif estimate of 62 bp.

Peak detection
For experiments with a control, MACS linearly scales the total
control tag count to be the same as the total ChIP tag count.
Sometimes the same tag can be sequenced repeatedly, more
times than expected from a random genome-wide tag distri-
bution. Such tags might arise from biases during ChIP-DNA
amplification and sequencing library preparation, and are
likely to add noise to the final peak calls. Therefore, MACS
removes duplicate tags in excess of what is warranted by the
sequencing depth (binomial distribution p-value <10-5). For
example, for the 3.9 million FoxA1 ChIP-Seq tags, MACS
allows each genomic position to contain no more than one tag
and removes all the redundancies.

With the current genome coverage of most ChIP-Seq experi-
ments, tag distribution along the genome could be modeled
by a Poisson distribution [7]. The advantage of this model is
that one parameter, λBG, can capture both the mean and the
variance of the distribution. After MACS shifts every tag by d/
2, it slides 2d windows across the genome to find candidate
peaks with a significant tag enrichment (Poisson distribution
p-value based on λBG, default 10-5). Overlapping enriched
peaks are merged, and each tag position is extended d bases
from its center. The location with the highest fragment
pileup, hereafter referred to as the summit, is predicted as the
precise binding location.

In the control samples, we often observe tag distributions
with local fluctuations and biases. For example, at the FoxA1
candidate peak locations, tag counts are well correlated
between ChIP and control samples (Figure 1c,d). Many possi-
ble sources for these biases include local chromatin structure,
DNA amplification and sequencing bias, and genome copy
number variation. Therefore, instead of using a uniform λBG

estimated from the whole genome, MACS uses a dynamic
parameter, λlocal, defined for each candidate peak as:

λlocal = max(λBG, [λ1k,] λ5k, λ10k)

where λ1k, λ5k and λ10k are λ estimated from the 1 kb, 5 kb or
10 kb window centered at the peak location in the control
sample, or the ChIP-Seq sample when a control sample is not
available (in which case λ1k is not used). λlocal captures the
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MACS model for FoxA1 ChIP-SeqFigure 1
MACS model for FoxA1 ChIP-Seq. (a,b) The 5' ends of strand-separated tags from a random sample of 1,000 model peaks, aligned by the center of their 
Watson and Crick peaks (a) and by the FKHR motif (b). (c) The tag count in ChIP versus control in 10 kb windows across the genome. Each dot 
represents a 10 kb window; red dots are windows containing ChIP peaks and black dots are windows containing control peaks used for FDR calculation. 
(d) Tag density profile in control samples around FoxA1 ChIP-Seq peaks. (e,f) MACS improves the motif occurrence in the identified peak centers (e) and 
the spatial resolution (f) for FoxA1 ChIP-Seq through tag shifting and λlocal. Peaks are ranked by p-value. The motif occurrence is calculated as the 
percentage of peaks with the FKHR motif within 50 bp of the peak summit. The spatial resolution is calculated as the average distance from the summit to 
the nearest FKHR motif. Peaks with no FKHR motif within 150 bp of the peak summit are removed from the spatial resolution calculation.
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but broader regions of up to a few kilobases; 
and broad regions up to several hundred 
kilobases. Punctate enrichment is a signa-
ture of a classic sequence-specific transcrip-
tion factor such as NRSF or CTCF binding 
to its cognate DNA sequence motif (Fig. 2a). 
A mixture of punctate and broader signals 
is associated with proteins such as RNA 
polymerase II that bind strongly to specific 
transcription start sites in active and stalled 
promoters (in a punctate fashion), but RNA 
polymerase II signals can also be detected 
more diffusely over the body of actively 
transcribed genes5,6 (Fig. 2b). ChIP-seq sig-
nals that come from most histone marks and 
other chromatin domain signatures are not 
point sources as described above but range 
from nucleosome-sized domains to very 
broad enriched regions that lack a single 
source entirely such as  histone H3 Lys27 
trimethylation (H3K27me3) in repressed 
areas7,8 (Fig. 2c).

These different categories of ChIP enrich-
ment have distinct characteristics that 
algorithms can use to predict true signals 
optimally. Punctate events offer the greatest 
amount of discriminatory detail to model the 
source point down to the nucleotide level. To 
date, most algorithms have been developed 
and tuned for this class of binding, though 
specific packages can work reasonably well 
for mixed binding, typically requiring the use 
of nondefault parameters.

Peak-finders, regions, summits and sourc-
es. The first step in analyzing ChIP-seq data 
is to identify regions of increased sequence 
read tag density along the chromosome rela-
tive to measured or estimated background. 
After these ‘regions’ are identified, process-
ing ensues to identify the most likely source 
point(s) of cross-linking and inferred bind-
ing (called ‘sources’). The source is related, 
but not identical, to the ‘summit’, which 
is the local maximum read density in each 
region. When there is no single point source 
of cross-linking, as for some dispersed chro-
matin marks, the region-aggregation step is 

appropriate but the ‘summit-finding’ step is not. Software packages for 
ChIP-seq are generically and somewhat vaguely called ‘peak finders’. 
They can be conceptually subdivided into the following basic com-
ponents: (i) a signal profile definition along each chromosome, (ii) 
a background model, (iii) peak call criteria, (iv) post-call filtering of 
artifactual peaks and (v) significance ranking of called peaks (Fig. 3). 
Components of 12 published software packages are summarized in 
Table 1.  

The simplest approach for calling enriched regions in ChIP-seq 
data is to take a direct census of mapped tag sites along the genome 
and allow every contiguous set of base pairs with more than a 

the workup). The current algorithms have each been designed 
to ignore a variety of false positive read-tag aggregations that are 
judged unlikely to be due to immuno-enriched factor binding, but 
they are not identical, and users should expect different packages 
and different parameters to eliminate some overlapping and some 
novel tag patterns as background.

Classes of ChIP-seq signals.  Consistent with previous ChIP-chip 
results, ChIP-seq tag enrichments or ‘peaks’ generated by typical 
experimental protocols can be classified into three major categories: 
punctate regions covering a few hundred base pairs or less; localized 
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Figure 2 | ChIP-seq peak types from various experiments. (a–c) Data shown are from remapping of a 
previously published human ChIP-seq dataset7. Proteins that bind DNA in a site-specific fashion, such 
as CTCF, form narrow peaks hundreds of base pairs wide (a). The difference of plus and minus read 
counts is generally expected to cross zero near the signal source, the source in this example being the 
CTCF motif indicated in red. Signal from enzymes such as RNA polymerase II may show enrichment over 
regions up to a few kilobases in length (b). Experiments that probe larger-scale chromatin structure 
such as the repressive mark for H3K27me3 may yield very broad ‘above’-background regions spanning 
several hundred kilobases (c). Signals are plotted on a normalized read per million (RPM) basis.
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binomial test integrates distal binding events 
in a way that remains robust regardless of 
erroneous assignments of genomic regions 
to genes. Namely, the longer the regulatory 
domain of any gene—and, by extension, of 
any ontology term—the greater the expected 
number of regions associated with this term 
by chance. Indeed, the binomial statistic 
markedly reduces the number of false posi-
tive enriched terms even when very large 
regulatory domains are used (Fig. 2b and 
Supplementary Fig. 1). The binomial test 
treats each input genomic region as a point-
binding event, making it most suitable for test-
ing targets with localized binding peaks. The 
binomial test also highlights cases in which 
a single gene attracts an unlikely number of 
input genomic regions. To separate these bio-
logically interesting gene-specific events from 
term-derived enrichments that are distributed 
across multiple genes, we perform both the 
binomial test and the traditional hypergeo-
metric gene-based test. In doing so, we high-
light ontology terms enriched by both tests 
(term-derived enrichment) separately from 
those enriched by only the binomial test 
(gene-specific enrichment) or the hypergeo-
metric test (regulatory domain bias) (Fig. 2c 
and Supplementary Fig. 3).

GREAT supports direct enrichment analysis  
of both the human and mouse genomes. It 
integrates 20 separate ontologies containing 
biological knowledge about gene functions, 
phenotype and disease associations, regulatory 
and metabolic pathways, gene expression data, 
presence of regulatory motifs to capture cofactor dependencies, and 
gene families (Supplementary Tables 1–3 and Online Methods). Core 
computations are performed by the GREAT server while subsequent 
browsing is executed on the user’s machine. An overview of the tool’s 
functionality and options when analyzing data is given in Table 1, and 
its current web interface is shown in Supplementary Figure 4.

Comparison of enrichment tests and regulatory domain ranges
To demonstrate the utility of our approach, we compared GREAT 
results to previously published gene-based analyses as well as to 
enrichments from the Database for Annotation, Visualization, and 
Integrated Discovery (DAVID)21. Most gene-based tools assess enrich-
ments in a very similar manner; we chose DAVID as a representative 
gene-based tool owing to its popularity and its ability to test a breadth 
of data sources similar to that of GREAT (Supplementary Table 4).

We analyzed eight ChIP-seq data sets from a range of human and 
mouse cells and tissues (Supplementary Table 5), each with a different 
distribution of proximal and distal binding events (Fig. 2a). We tested 
each data set in six different ways: (i) by reproducing the original study’s 
list of enrichments, or if the original study did not report enrichments, 
by using DAVID on the set of genes with binding events within 2 kb of 
the transcription start site; (ii) by using GREAT with the default regu-
latory domain definition (basal promoter 5+1 kb and extension up to 
1 Mb); (iii) by using GREAT’s hypergeometric test on the set of genes 
with binding events within 2 kb of the transcription start site, to control 
for the different gene mappings and ontologies in DAVID and GREAT; 

(iv) by using GREAT with a 5+1 kb basal promoter and a more limited 
50 kb extension; and (v, vi) by using GREAT with either one (v) or two 
(vi) nearest genes up to 1 Mb (Tables 2 and 3, and Supplementary 
Tables 6–44, indexed in Supplementary Table 45).

GREAT invariably revealed strong enrichments for experimentally 
validated functions of the specific factors, as well as for testable—and, 
to our knowledge, novel—functions. It also implicated subsets of regu-
latory regions in driving the assayed developmental processes and in 
activating key signaling pathways. In a majority of data sets, distal 
binding events were essential to recover known functions, strongly sug-
gesting that many of the distal associations are biologically meaningful 
(see below). Furthermore, in most sets, restricting regulatory domain 
extension to 50 kb retains many enriched terms but omits roughly half 
of both the binding events and the genes implicated using the full 1-Mb 
extension. Although including distal associations is crucial, the exact 
distal association rule is not—the default rule, the nearest-gene rule, 
and the two-nearest-genes rule (tests ii, v and vi, respectively) behaved 
very similarly. Additionally, inclusion of the small set of experimentally 
determined gene regulatory domains we curated from the literature 
made very little difference in the rankings of any of the sets (data not 
shown). We present the analysis of four ChIP-seq data sets below and 
discuss the remainder in the Supplementary Note.

Serum response factor binding in human Jurkat cells
First, we analyzed a set of genomic regions bound by the serum 
response factor (SRF) in the human Jurkat cell line, identified via 

a bHypergeometric test over genes Binomial test over genomic regions
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Figure 1 Enrichment analysis of a set of cis-regulatory regions. (a) The current prevailing 
methodology associates only proximal binding events with genes and performs a gene-list test of 
functional enrichments using tools originally designed for microarray analysis. (b) GREAT’s binomial 
approach over genomic regions uses the total fraction of the genome associated with a given ontology 
term (green bar) as the expected fraction of input regions associated with the term by chance.
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ChIP-seq and mapped to the genome using the quantitative enrich-
ment of sequence tags (QuEST) ChIP-seq peak-calling tool8. This data 
set’s authors applied existing gene-based enrichment tools, which did 
not discern specific functions of SRF from the set of regions it binds8, 
and concluded that SRF is a regulator of basic cellular processes 
with no specific physiological roles (results reproduced in Table 2).  
Although SRF is indeed a regulator of basic cellular functions, numerous  
studies have implicated SRF in more specific biological contexts. SRF 
is a key regulator of the Fos oncogene22 and has also been described 
as a “master regulator of actin cytoskeleton”23. Neither FOS nor actin 
appeared in the top ten hypotheses generated by the previous study 
(Table 2). The same was true when we used GREAT with only pro-
ximal (2 kb) associations (Supplementary Table 6).

However, GREAT analysis of the most significant SRF ChIP-seq 
peaks8 (QuEST score > 1; n = 556) using the default settings (5+1 kb 
basal, up to 1 Mb extension) prominently highlights the key obser-
vation that gene-based analyses were unable to reveal: SRF regulates 
genes associated with the actin cytoskeleton23 (Table 3). As postulated 
above, using both binomial and hypergeometric enrichment tests does 
highlight informative GO terms more effectively than using either 
test alone (Fig. 2c and Supplementary Table 46). Moreover, when 
extension of regulatory domains is limited to 50 kb, one-third of the 
supporting regions and associated genes are lost, and actin-related 
terms drop in rank (Supplementary Table 7).

Coupling distal (up to 1 Mb) associations with the many additional 
ontologies available within GREAT provides a wealth of enrichments 
for specific known functions of SRF. An enrichment analysis of TreeFam 
gene families24 shows that SRF binds in proximity to five of six mem-
bers of the FOS family. Two genes within the Fos family, Fos and Fosb, 
are previously known targets of SRF (ref. 22). The Transcription Factor 
Targets ontology25 has compiled data from ChIP experiments that link 
transcription factor regulators to downstream target genes. GREAT 

shows that many genes proximal to SRF binding events (in Jurkat cells) 
are also proximal to YY1 binding events (in HeLa cells), consistent 
with experiments showing that SRF acts in conjunction with YY1 to 
regulate Fos (ref. 26). The top six hits in the Predicted Promoter Motifs 
ontology27 are all variants of the SRF motif generated from different 
experiments and thus serve as strong positive controls of our method. 
Using the Pathway Commons ontology28, GREAT predicts that SRF 
regulates components of the TRAIL signaling pathway and the class I 
PI3K signaling pathway. Previous experimental work has demonstrated 
that there is an association between SRF and TRAIL signaling29 and 
that SRF is needed for PI3K-dependent cell proliferation30.

In addition to rediscovering and expanding specific known func-
tions of SRF, GREAT produces testable hypotheses even for this well-
studied transcription factor. The Transcription Factor Targets ontology 
indicates that SRF binds near genes regulated by E2F4 (in T98G, U2OS 
and WI-38 cells; Table 3). SRF and E2F4 have not been shown to co-
regulate target genes; however, both SRF and E2F4 are known to inter-
act with Smad3 (refs. 31,32), and they may thus be co-regulators of a 
common set of genes. The Predicted Promoter Motifs ontology reveals 
additional potential cofactors and co-regulators. It is particularly  
useful given that many more genes have characterized binding motifs 
than have genome-wide ChIP data available. In this case, it shows enrich-
ment for SRF binding near genes containing GABP motifs in their pro-
moters. Notably, an independent experiment measuring GABP-bound 
regions of the genome in Jurkat cells has found that 29% of SRF peaks 
occur within 100 bp of a GABP peak, suggesting that SRF and GABP 
may indeed work together8. We were able to generate this same hypo-
thesis using GREAT, without observing the GABP ChIP-seq data.

P300 binding in the developing mouse limbs
Second, we analyzed a recent ChIP-seq data set comprising 2,105 
regions of the mouse genome bound by the general enhancer-associated  
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Figure 2 Binding profiles and their effects on statistical tests. (a) ChIP-seq data sets of several regulatory proteins show that the majority of binding 
events lie well outside the proximal promoter, both for sequence-specific transcription factors (SRF and NRSF, ref. 8; Stat3, ref. 43) and a general 
enhancer-associated protein (p300, refs. 33,43). Cell type is given in parentheses: H, human; M, mouse. (b) When not restricted to proximal promoters, 
the gene-based hypergeometric test (red) generates false positive enriched terms, especially at the size range of 1,000–50,000 input regions typical 
of a ChIP-seq set. Negligible false positive enrichment was observed for the region-based binomial test (blue). For each set size, we generated 1,000 
random input sets in which each base pair in the human genome was equally likely to be included in each set, avoiding assembly gaps. We calculated 
all GO term enrichments for both hypergeometric and binomial tests using GREAT’s 5+1 kb basal promoter and up to 1 Mb extension association rule 
(see Results). Plotted is the average number of terms artificially significant at a threshold of 0.05 after application of the conservative Bonferroni 
correction. (c) GO enrichment P values using the genomic region-based binomial (x axis) and gene-based hypergeometric (y axis) tests on the SRF data8 
with GREAT’s 5+1 kb basal promoter and up to 1 Mb extension association rule (see Results). b1 through b10 denote the top ten most enriched terms 
when we used the binomial test. h1 through h10 denote the top ten most enriched terms when we used the hypergeometric test. Terms significant by 
both tests (B  H) provide specific and accurate annotations supported by multiple genes and binding events (Table 3). Terms significant by only the 
hypergeometric test (H\B) are general and often associated with genes of large regulatory domains, whereas terms significant by only the binomial test 
(B\H) cluster four to six genomic regions near only one or two genes annotated with the term (Supplementary Table 46).

Binomial-based test 
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Differen'al	  analysis	  of	  ChIP-‐seq	  is	  sensi4ve	  to	  CNV	  
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Various tools 
available: 
 
1.  ChIPDiff 
2.  DiffBind (BioC) 
3.  RSEG 
4.  “ABCD-

DNA” (BioC) 
 
CNV represents a 
source of FPs and 
FNs. 
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Differen4al	  ChIP-‐seq	  using	  count-‐based	  inferen4al	  machinery	  used	  
in	  RNA-‐seq	  

06.07.12 Epigenomics, Mark D. Robinson Page 29 
We would recommend an analysis like to this to confirm that changes in copy number are

reflected in changes in QDNA-seq data before continuing. If there is no obvious linear (or other)
relationship, then it points to confirming other aspects of the experiment – is the same source of
DNA used for CNV-typing and QDNA-seq? are the CNV estimates on the right scale? did the
ChIP/MBD enrichment or sequencing work properly? And, so on.

Of course, in many real-world applications, the segmented copy number state may be non-
integer (e.g. mixtures of cells). In this case, modifications to the above integer-based plot will
need to be made. Regardless, an association between DNA copy and QDNA-seq density should be
established before proceeding.

In any case, we can now create a matrix of offsets for our dataset. Because we have normalized
4 copies for LNCaP to 2 copies for PrEC, we are basically treating these as neutral (and that there
relative read densities don’t deviate too much on the average – of course, there will be biological
differences). Therefore, we are effectively treating 4 copies in LNCaP as on par with 2 copies in
PrEC; we need to specify this in our

> m <- matrix(rep(c(1,0,1),c(2,4,2)),nrow=2,byrow=TRUE)

> cnL <- as.numeric(gsub("L=","",gsub(" P=2","",regs)))

> cn <- cbind(cnL/2,2) %*% m

> cn[34901:34910,]

[,1] [,2] [,3] [,4]

[1,] 2.0 2.0 2 2

[2,] 2.0 2.0 2 2

[3,] 2.0 2.0 2 2

[4,] 2.5 2.5 2 2

[5,] 2.5 2.5 2 2

[6,] 2.5 2.5 2 2

[7,] 2.5 2.5 2 2

[8,] 2.5 2.5 2 2

[9,] 2.5 2.5 2 2

[10,] 2.5 2.5 2 2

7

With an additional step to normalize for CNV 
MA-plots by CNV state (L=cancer, P=normal) 
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What	  does	  ABCD-‐DNA	  (Affinity-‐Based	  Copy-‐number-‐
aware	  differen4al	  analysis	  of	  quan4ta4ve	  DNA-‐seq)	  do?	  

A	  general	  framework	  for	  CNV-‐aware	  differen4al	  QDNA-‐seq	  analyses	  	  

1.  Generate	  read	  counts	  at	  regions	  of	  interest	  (e.g.	  at	  detected	  
peaks,	  /led	  regions	  genome-‐wide,	  or	  proximal	  to	  
transcrip/on	  starts);	  

2.  Es/mate	  copy	  number	  offsets	  from	  an	  external	  data	  source	  

3.  Es/mate	  normaliza/on	  offsets	  based	  on	  CNV-‐neutral	  loci	  

4.  Perform	  differen/al	  analysis	  of	  count	  data	  (e.g.	  using	  edgeR)	  
using	  offsets.	  
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More	  details	  

We	  model	  the	  logarithm	  of	  expected	  value	  of	  Yij	  as	  follows:	  	  

	   	   	  log(E[Yij	  ])	  =	  	  Oij	  +	  BiX	  

Oij	  is	  an	  r	  x	  n	  matrix	  of	  offsets	  that	  match	  the	  count	  matrix	  	  

X	  is	  an	  r	  x	  k	  matrix	  that	  captures	  the	  experimental	  design	  (condi/ons,	  
covariates)	  	  

Bi	  is	  a	  r	  x	  k	  matrix	  of	  region-‐specific	  coefficients.	  

Oij	  can	  be	  decomposed	  into	  log(CNij)	  +	  log(1	  Dj)	  where	  CNij	  is	  a	  matrix	  
of	  offsets	  for	  copy	  number	  and	  Dj	  represents	  sample-‐specific	  offset	  
vector	  that	  effec/vely	  represents	  depth	  of	  sequencing	  
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is	  related	  to	  (or	  
affected	  by)	  several	  
factors	  
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enumerating the conceptual modules of each data set. 
For example, clustering of RNA expression reveals co-
expressed genes98, clustering of histone modifications 
gives loci that share similar chromatin structure57,89,99, 
protein–protein interaction clustering finds proteins in 
the same complex100, and genetic interaction clustering 
reveals members of the same or similar pathways55.

Although all modules are tethered to the genome, 
modules from one experiment are not linked to those 
from others. Thus, the next task in data integration is 
to connect these modules. One approach is to examine 
a module from one data type — for example, chromatin 
signatures — in the context of another data type — for 
example, DNA methylation25,101,102. Alignment of data 
sets on a browser, such as the University of California-
Santa Cruz (UCSC) Genome Browser103, might be useful 
in this regard (FIG. 3). Furthermore, the Genome Browser 
also contains annotations, such as gene definitions, 
evolutionary conservation and disease associations104.  
Therefore, co-clustering of new experimental data 
with known annotations can provide an easy bridge 

to hypothesis generation. In the past, when genomics  
consisted only of global gene-expression analysis, anno-
tation libraries such as Gene Ontology105 and the more 
sophisticated Gene Set Enrichment Analysis106 were 
developed to provide an easy way to assess the biological 
significance of gene hits. As data sets are now extending 
to include ncRNAs, disease-associated SNPs and regions 
of transcription-factor binding, it seems that ‘Locus 
Set Enrichment Analysis’ will be an important part of 
genomics. Sets of loci that share factor binding, epigenetic 
modifications or disease association will provide efficient 
ways to form hypotheses regarding function outside of  
coding regions.

Another approach to connecting conceptual mod-
ules involves network biology, which leverages high-
throughput techniques to find relationships that connect 
genomic loci and conceptual groups. Such approaches 
include: Hi-C, which maps how chromosomal interac-
tions connect genomic loci to each other; E-MAPs, which 
use genetic interactions to connect proteins to pathways; 
and ChIP–seq, which links transcription factors with 

Figure 3 | Data visualization. The University of California-Santa Cruz (UCSC) Genome Browser is a tool for viewing 
genomic data sets. A vast amount of data is available for viewing through this browser. This example from the browser 
shows numerous data types in K562 cells from the ENCODE Consortium. A random gene was selected — katanin p60 
subunit A-like 1 (KATNAL1) — that shows several points that can be identified by using this tool. The promoter has a 
typical chromatin structure (a peak of histone 3 lysine 4 trimethylation (H3K4me3) between the bimodal peaks of 
H3K4me1), is bound by RNA polymerase II (RNAPII) and is DNase hypersensitive. The gene is transcribed, as indicated 
by RNA sequencing (RNA–seq) data, as well as H3K36me3 localization. The gene lies between two CCCTC-binding 
factor (CTCF)-bound sites that could be tested for insulator activity. An intronic H3K4me1 peak (highlighted) predicts 
an enhancer element, corroborated by the DNase I hypersensitivity site peak. There is a broad repressive domain of 
H3K27me3 downstream, which could have an open chromatin structure in another cell type.

REVIEWS
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Filion	  et	  al.	  Cell	  2010	  

“Colours” are reflective 
of various features 

genome-wide ChIP of H3K9me2, a histone mark that is predom-
inantly generated by SU(VAR)3-9 and bound by HP1 (Hediger
and Gasser, 2006) . Indeed, H3K9me2 is highly and specifically
enriched in GREEN chromatin (Figure 3B).
BLUE chromatin corresponds to PcG chromatin, as shown by

the extensive binding by the PcG proteins PC, E(Z), PCL, and
SCE. Indeed, well-known PcG target loci such as the Hox
gene clusters are localized in BLUE domains (Figure S2B).
Furthermore, genome-wide ChIP of H3K27me3, the histone
mark that is generated by E(Z) and recognized by PC (Sparmann
and van Lohuizen, 2006), is highly enriched in BLUE chromatin
(Figure 3B). We emphasize that these histone modification
profiles serve as independent validation because they were not

used in the five-state HMMclassification. The fact that twomajor
well-known chromatin types were faithfully recovered indicates
that our chromatin classification strategy is biologically mean-
ingful.
Of interest, we identified several additional proteins that mark

BLUE or GREEN chromatin, or both. For example, moderate
degrees of occupancy of the histone deacetylase (HDAC)
RPD3 occur in both BLUE and GREEN chromatin, in accordance
with known biochemical and genetic interactions of RPD3 with
PcG proteins as well as SU(VAR)3-9 (Czermin et al., 2001; Tie
et al., 2003). The presence of EFF in BLUE chromatin is consis-
tent with a reported role of this protein in PcG-mediated silencing
(Fauvarque et al., 2001).
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Figure 2. Characteristics of the Five Chromatin Types
(A) Coverage and gene content of chromatin domains of each type. The chromatin type of a gene is defined as the chromatin type at its transcription start site

(TSS). Gray sectors correspond to geneswhose TSSmaps at the transition between two chromatin types. Silent genes have an average RNA tag count less than 1

per million total tags (see D).

(B) Length distribution of chromatin domains, i.e., genomic segments covered contiguously by one chromatin type.

(C) Distribution of the number of genes per chromatin domain. Because some genes overlap with more than one domain, genes are assigned to a chromatin type

based on the type at the transcription start site.

(D) Histogram of mRNA expression determined by RNA tag profiling. Data are represented as log10 (tags per million total tags).

Dashed vertical lines in (B)–(D) indicate medians.
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CORRESPONDENCE

ChromHMM outputs both the learned chromatin-state model 
parameters and the chromatin-state assignments for each genom-
ic position. The learned emission and transition parameters are 
returned in both text and image format (Fig. 1), automatically 
grouping chromatin states with similar emission parameters or 
proximal genomic locations, although a user-specified reordering 
can also be used (Supplementary Figs. 1–2 and Supplementary 
Note). ChromHMM enables the study of the likely biological 
roles of each chromatin state based on enrichment in diverse 
external annotations and experimental data, shown as heat maps 
and tables (Fig. 1), both for direct genomic overlap and at vari-
ous distances from a chromatin state (Supplementary Fig. 3).  
ChromHMM also generates custom genome browser tracks6 that 
show the resulting chromatin-state segmentation in dense view 
(single color-coded track) or expanded view (each state shown 
separately) (Fig. 1). All the files ChromHMM produces by default 
are summarized on a webpage (Supplementary Data).

ChromHMM also enables the analysis of chromatin states 
across multiple cell types. When the chromatin marks are com-
mon across the cell types, a common model can be learned by 
a virtual ‘concatenation’ of the chromosomes of all cell types. 
Alternatively a model can be learned by a virtual ‘stacking’ of all 
marks across cell types, or independent models can be learned in 
each cell type. Lastly, ChromHMM supports the comparison of 
models with different number of chromatin states based on cor-
relations in their emission parameters (Supplementary Fig. 4).

We wrote the software in Java, which allows it to be run on 
virtually any computer. ChromHMM and additional documenta-
tion is freely available at http://compbio.mit.edu/ChromHMM/.

ChromHMM: automating chromatin-
state discovery and characterization
To the Editor: Chromatin-state annotation using combinations 
of chromatin modification patterns has emerged as a powerful 
approach for discovering regulatory regions and their cell type–
specific activity patterns and for interpreting disease-association 
studies1–5. However, the computational challenge of learning 
chromatin-state models from large numbers of chromatin modi-
fication datasets in multiple cell types still requires extensive bio-
informatics expertise. To address this challenge, we developed 
ChromHMM, an automated computational system for learning 
chromatin states, characterizing their biological functions and 
correlations with large-scale functional datasets and visualizing 
the resulting genome-wide maps of chromatin-state annotations.

ChromHMM is based on a multivariate hidden Markov model 
that models the observed combination of chromatin marks using 
a product of independent Bernoulli random variables2, which 
enables robust learning of complex patterns of many chromatin 
modifications. As input, it receives a list of aligned reads for each 
chromatin mark, which are automatically converted into pres-
ence or absence calls for each mark across the genome, based on 
a Poisson background distribution. One can use an optional addi-
tional input of aligned reads for a control dataset to either adjust 
the threshold for present or absent calls, or as an additional input 
mark. Alternatively, the user can input files that contain calls from 
an independent peak caller. By default, chromatin states are ana-
lyzed at 200-base-pair intervals that roughly approximate nucleo-
some sizes, but smaller or larger windows 
can be specified. We also developed an 
improved parameter-initialization proce-
dure that enables relatively efficient infer-
ence of comparable models across differ-
ent numbers of states (Supplementary 
Note).

Figure 1 | Sample outputs of ChromHMM.  
(a) Example of chromatin-state annotation 
tracks produced from ChromHMM and visualized 
in the UCSC genome browser6, including 
dense view (top; single track), expanded view 
(bottom; separate tracks). (b,c) Heat maps 
for model parameters (b) and for chromatin-
state functional enrichments (c). The columns 
indicate the relative percentage of the genome 
represented by each chromatin state and relative 
fold enrichment for several types of annotation. 
CTCF, CTC-binding factor; WCE, whole-cell extract; 
TSS, transcription start site; TES, transcript end 
site; and GM12878 is a lymphoblastoid cell line.
Data in this example correspond to a previous 
model learned across nine cell types3.

Scale
chr4:

GM12878

1_Active_Promoter
2_Weak_Promoter

3_Poised_Promoter
4_Strong_Enhancer
5_Strong_Enhancer
6_Weak_Enhancer
7_Weak_Enhancer

8_Insulator
9_Txn_Transition

10_Txn_Elongation
11_Weak_Txn
12_Repressed

13_Heterochrom/lo
14_Repetitive/CNV
15_Repetitive/CNV

50 kb
103650000 103700000 103750000

RefSeq Genes

 GM12878 (User ordered)

 GM12878 (User ordered)

NFKB1
NFKB1

MANBA

a

b c
Emission parameters

S
ta

te
 (u

se
r o

rd
er

)

S
ta

te
 (u

se
r o

rd
er

)

S
ta

te
 fr

om
 (u

se
r o

rd
er

)

Transition parameters

Mark

C
TC

F
H

3K
27

m
e3

H
3K

36
m

e3
H

4K
20

m
e1

H
3K

4m
e1

H
3K

4m
e2

H
3K

4m
e3

H
3K

27
ac

H
3K

9a
c

W
C

E

G
en

om
e 

(%
)

R
ef

S
eq

 T
S

S
C

pG
 is

la
nd

R
ef

S
eq

 T
S

S
 2

 k
b

R
ef

S
eq

 e
xo

n
R

ef
S

eq
 g

en
e

R
ef

S
eq

 T
E

S
C

on
se

rv
ed

La
m

in
a

State to (user order)

Category

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

GM12878 fold enrichments

NATURE METHODS | VOL.9 NO.3 | MARCH 2012 | 215

CORRESPONDENCE

ChromHMM outputs both the learned chromatin-state model 
parameters and the chromatin-state assignments for each genom-
ic position. The learned emission and transition parameters are 
returned in both text and image format (Fig. 1), automatically 
grouping chromatin states with similar emission parameters or 
proximal genomic locations, although a user-specified reordering 
can also be used (Supplementary Figs. 1–2 and Supplementary 
Note). ChromHMM enables the study of the likely biological 
roles of each chromatin state based on enrichment in diverse 
external annotations and experimental data, shown as heat maps 
and tables (Fig. 1), both for direct genomic overlap and at vari-
ous distances from a chromatin state (Supplementary Fig. 3).  
ChromHMM also generates custom genome browser tracks6 that 
show the resulting chromatin-state segmentation in dense view 
(single color-coded track) or expanded view (each state shown 
separately) (Fig. 1). All the files ChromHMM produces by default 
are summarized on a webpage (Supplementary Data).

ChromHMM also enables the analysis of chromatin states 
across multiple cell types. When the chromatin marks are com-
mon across the cell types, a common model can be learned by 
a virtual ‘concatenation’ of the chromosomes of all cell types. 
Alternatively a model can be learned by a virtual ‘stacking’ of all 
marks across cell types, or independent models can be learned in 
each cell type. Lastly, ChromHMM supports the comparison of 
models with different number of chromatin states based on cor-
relations in their emission parameters (Supplementary Fig. 4).

We wrote the software in Java, which allows it to be run on 
virtually any computer. ChromHMM and additional documenta-
tion is freely available at http://compbio.mit.edu/ChromHMM/.

ChromHMM: automating chromatin-
state discovery and characterization
To the Editor: Chromatin-state annotation using combinations 
of chromatin modification patterns has emerged as a powerful 
approach for discovering regulatory regions and their cell type–
specific activity patterns and for interpreting disease-association 
studies1–5. However, the computational challenge of learning 
chromatin-state models from large numbers of chromatin modi-
fication datasets in multiple cell types still requires extensive bio-
informatics expertise. To address this challenge, we developed 
ChromHMM, an automated computational system for learning 
chromatin states, characterizing their biological functions and 
correlations with large-scale functional datasets and visualizing 
the resulting genome-wide maps of chromatin-state annotations.

ChromHMM is based on a multivariate hidden Markov model 
that models the observed combination of chromatin marks using 
a product of independent Bernoulli random variables2, which 
enables robust learning of complex patterns of many chromatin 
modifications. As input, it receives a list of aligned reads for each 
chromatin mark, which are automatically converted into pres-
ence or absence calls for each mark across the genome, based on 
a Poisson background distribution. One can use an optional addi-
tional input of aligned reads for a control dataset to either adjust 
the threshold for present or absent calls, or as an additional input 
mark. Alternatively, the user can input files that contain calls from 
an independent peak caller. By default, chromatin states are ana-
lyzed at 200-base-pair intervals that roughly approximate nucleo-
some sizes, but smaller or larger windows 
can be specified. We also developed an 
improved parameter-initialization proce-
dure that enables relatively efficient infer-
ence of comparable models across differ-
ent numbers of states (Supplementary 
Note).

Figure 1 | Sample outputs of ChromHMM.  
(a) Example of chromatin-state annotation 
tracks produced from ChromHMM and visualized 
in the UCSC genome browser6, including 
dense view (top; single track), expanded view 
(bottom; separate tracks). (b,c) Heat maps 
for model parameters (b) and for chromatin-
state functional enrichments (c). The columns 
indicate the relative percentage of the genome 
represented by each chromatin state and relative 
fold enrichment for several types of annotation. 
CTCF, CTC-binding factor; WCE, whole-cell extract; 
TSS, transcription start site; TES, transcript end 
site; and GM12878 is a lymphoblastoid cell line.
Data in this example correspond to a previous 
model learned across nine cell types3.
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We carried out unsupervised training on 1% of the human genome 
with the Segway model and 31 ENCODE signal tracks that showed 
locations of histone modifications, transcription-factor binding and 
open chromatin. Whereas large numbers of labels may have statisti-
cal support, we arbitrarily fixed the number of labels at 25 so that the 
set of labels would be sufficiently small to remain interpretable by 
biologists. Our method aims to reduce complex data for easier inter-
pretation, and using a small number of labels served this purpose. 
The discovered parameters characterized a diverse set of biological 
patterns (Fig. 1). We then identified the most probable path of seg-
ment labels given the trained parameters and observed signal.

We refer to the resulting assignment of labels to nonoverlap-
ping genomic regions as a segmentation (Supplementary Results, 
Supplementary Fig. 2 and Supplementary Table 2). The labels 
allow one to easily identify other regions that show similar signal  
patterns in the observation tracks. By examining the learned 
parameters directly (Fig. 1 and Supplementary Fig. 3) and 
comparing the segmentation to public annotations (Fig. 2 and 
Supplementary Figs. 3–5), we assigned functional categories to 
groups of segment labels on the basis of notable features. Many 
of these labels recapitulated known patterns in the chromatin 
literature, and some represented new patterns.

Notably, Segway ‘rediscovered’ protein-coding genes, as the 
unsupervised segmentation included chromatin states associ-
ated with the starts, middles and ends of genes (Fig. 2) found 
without direct recourse to information traditionally used to 
find genes, such as primary sequence, similarity to mRNAs or 
genome sequences of other species. Several labels tended to 
reside in particular locations in protein-coding genes, and the 
discovered transition parameters of the model increased the 
probability of moving from the labels that tended to reside in  
5  ends of genes to the labels found more often in 3  ends of genes. 
We also found expected patterns of transcription factor binding 
near the transcription start site (TSS), histone H2A.Z associated 
with the TSS10, and histone mark H3K79me2 associated with the 
gene start10 (Supplementary Fig. 6). The patterns of chromatin 

structure in protein-coding genes fit well with existing knowledge 
(Supplementary Results and Supplementary Figs. 3 and 7).

Many of the chromatin states that seemed, at first glance, to 
be associated with protein-coding genes turned out to be associ-
ated only with genes active in the tissue type assayed for the data 
used in the segmentation (Supplementary Results). Segway also 
discovered patterns associated with specific functional elements, 
such as enhancers, insulators, regions of repressed gene expres-
sion and regions of no or very low biochemical activity (‘dead’ 
regions) (Supplementary Results, Supplementary Figs. 5 and 8 
and Supplementary Table 3).

We used Segway to generate hypotheses about the role of indi-
vidual sequences in promoting transcription that we then tested 
experimentally. We began by identifying expressed and unexpressed 
genes using RNA data. To determine whether specific sequences 
identified by segmentation labels correctly identified these genes 
as being expressed or not expressed, we used transient transfec-
tion followed by luciferase assays to test transcription of small  
(~1-kilobase) constructs that overlapped the gene’s TSS and either 
a segmentation TSS label (24 predictions of expression, referred 
to as ‘positive predictions’) or an ‘R’ (repressed) label (as defined 
by 67 predictions of no expression, referred to as ‘negative predic-
tions’). Every positive prediction resulted in substantial expression 
of a reporter, a majority of the negative predictions resulted in 
no substantial expression, and a larger majority of negative pre-
dictions not overlapping CpG islands resulted in no substantial 
expression (Supplementary Fig. 9). Positive predictions showed 
higher median expression activity than negative predictions.

Segway differs substantially from several previously described 
methods for jointly analyzing chromatin data (Supplementary 
Discussion). For example, Segway solves a fundamentally different 
problem than ChromaSig11, which does not attempt to fully parti-
tion the genome or integrate arbitrary combinations of functional 
genomics data. Segway is most similar to an HMM-based method 
called ChromHMM5. However, Segway and ChromHMM differ in 
several respects, chiefly in the relative resolution. Segway operates  

Figure 1 | Heat map of discovered Gaussian  
parameters in an unsupervised 25-label segmentation  
trained on 31 tracks of histone modification,  
transcription-factor binding and open chromatin  
signal data in 1% of the human genome. Row labels  
include last names of the principal investigator in  
whose laboratory data were generated, when assays  
were conducted in multiple laboratories (Stam,  
Stamatoyannopoulos). Each row contains parameters  
for one signal track, and each column contains  
parameters for one segment label. Within each row,  
we did an affine transformation, such that the largest  
mean was 1 and the smallest 0. The color in each  
cell indicates the transformed mean parameter   
according to the color bar on the left. The width  
of the black inner boxes is proportional to the  
square root of the variance parameter 2, after  
multiplying by the linear factor used in the  
transformation of . Dendrogram show a  
hierarchical clustering by both rows and columns.  
Functional categories manually assigned to segment  
labels: D, dead; F, FAIRE; R, repression; H3K9me1,  
histone 3 lysine 9 onomethylation; L, low; GE, gene end; TF, transcription factors;  
C, CTCF; GS, gene start; E, enhancer; GM, gene middle; segment label numbers were 
assigned arbitrarily.
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on the full data set, whereas ChromHMM works at 200-base-pair 
(bp) resolution and condenses each data track to a single binary 
datum within each 200-bp window. Consequently, Segway pro-
vides a finer-grained segmentation. Whereas the segments in a 
published ChromHMM segmentation5 had a minimum length 
of 200 bp, a mean of 4,862 bp and a median of 800 bp, Segway 
segments had a mean length of 168 bp and a median of 124 bp.

We compared the behavior of Segway and ChromHMM genome-
wide and, specifically, at three separate loci (Supplementary 
Results and Supplementary Fig. 10). The Segway methodology 
resulted in several distinct advantages, such as the ability to detect 
elements at subnucleosomal resolution, better precision in find-
ing known elements and superior handling of missing data.

We found that Segway reduced heterogeneous genomic data sets 
into understandable patterns with clear biological implications. 
The flexibility of the DBN suggests a potential solution to the 

problem of learning large numbers of segment labels while retain-
ing comprehensibility. Extension to a hierarchical segmentation 
would allow the learning of many sublabel patterns, while keep-
ing a higher-level, yet smaller-order, structure that a researcher 
could analyze and understand more readily. Whereas effective 
hyperparameter setting for hierarchical segmentation requires 
additional research, we have already implemented the capability 
for hierarchical training and identification in Segway.

METHODS
Methods and any associated references are available in the online 
version of the paper at http://www.nature.com/naturemethods/.
Note: Supplementary information is available on the Nature Methods website.

ACKNOWLEDGMENTS
We thank P.J. Collins for assistance with transient transfection assays,  
S. Djebali for processing data, C.E. Grant for motif analysis, A. Kundaje for helpful 

E/GM
GM0
GM1
GE0
GE1
GE2

GS
TSS

E/GM
GM0
GM1
GE0
GE1
GE2

GS
TSS TSS

E/GM
GM0
GM1
GE0
GE1
GE2
R4

GS
100

80

60

40

20

0

100

80

60

40

20

N
or

m
al

iz
ed

 s
ig

na
l

N
or

m
al

iz
ed

 s
ig

na
l

N
or

m
al

iz
ed

 s
ig

na
l

0

0 50 100

Gene body

b c d

150 200

2

–4,000 –2,000

Relative distance to TTS

0 2,000 4,000–4,000 –2,000

Relative distance to TSS

0 2,000 4,000

4

6

8

10

12

Window position

33046000 33047000
Scale
Chr6:

D
L0

F0
F1
R0
R1
R2
R3
R4
R5
C0

H3K9me1
TF0
TF1
TF2
TSS
GS

E/GM

a

GM0
GM1
GE0
GE1
GE2

HLA-DMA
HLA-DMA

BRD2

BRD2

BRD2
BRD2

BRD2

BRD2

BRD2

AL645941.1
BRD2

BRD2
BRD2

BRD2

BRD2
BRD2

C1

L1

33048000 33049000 33050000 33051000
Segway 31-track chromatin segmentation (K562)

ENCODE Gencode Manual Gene Annotations (level 1+2) (Oct 2009) 

Human Mar. 2006 (NCBI36/hg18)
5 kb

chr6:33044414-33057260 (12,847 bp)

33052000 33053000 33054000 33055000 33056000 33057000

Figure 2 | Gene structure in Segway labels. (a) Segmentation of the human BRD2 locus, as shown in the University of California, Santa Cruz (UCSC) 
Genome Browser. The first three rows show the position along chromosome 6 and a scale bar. The next 25 rows correspond to the labels of the 
segmentation, with a thick bar present at any position where the segmentation has the corresponding label5. Labels are colored by functional 
category. The bottom rows show GENCODE manual gene annotations. (b–d) Aggregation of gene-related Segway labels with respect to the starts, 
middles and ends of protein-coding genes from GENCODE v7. Each panel plots the mean density of a set of gene-related Segway labels as a function  
of genomic location relative to the TSS (b), the gene body, extending from the TSS to the transcription termination site (TTS) (c) and the TTS (d).  
The frequency of each label was normalized by the relative proportion of the genome that is covered by that label. Genomic distances in c were  
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We carried out unsupervised training on 1% of the human genome 
with the Segway model and 31 ENCODE signal tracks that showed 
locations of histone modifications, transcription-factor binding and 
open chromatin. Whereas large numbers of labels may have statisti-
cal support, we arbitrarily fixed the number of labels at 25 so that the 
set of labels would be sufficiently small to remain interpretable by 
biologists. Our method aims to reduce complex data for easier inter-
pretation, and using a small number of labels served this purpose. 
The discovered parameters characterized a diverse set of biological 
patterns (Fig. 1). We then identified the most probable path of seg-
ment labels given the trained parameters and observed signal.

We refer to the resulting assignment of labels to nonoverlap-
ping genomic regions as a segmentation (Supplementary Results, 
Supplementary Fig. 2 and Supplementary Table 2). The labels 
allow one to easily identify other regions that show similar signal  
patterns in the observation tracks. By examining the learned 
parameters directly (Fig. 1 and Supplementary Fig. 3) and 
comparing the segmentation to public annotations (Fig. 2 and 
Supplementary Figs. 3–5), we assigned functional categories to 
groups of segment labels on the basis of notable features. Many 
of these labels recapitulated known patterns in the chromatin 
literature, and some represented new patterns.

Notably, Segway ‘rediscovered’ protein-coding genes, as the 
unsupervised segmentation included chromatin states associ-
ated with the starts, middles and ends of genes (Fig. 2) found 
without direct recourse to information traditionally used to 
find genes, such as primary sequence, similarity to mRNAs or 
genome sequences of other species. Several labels tended to 
reside in particular locations in protein-coding genes, and the 
discovered transition parameters of the model increased the 
probability of moving from the labels that tended to reside in  
5  ends of genes to the labels found more often in 3  ends of genes. 
We also found expected patterns of transcription factor binding 
near the transcription start site (TSS), histone H2A.Z associated 
with the TSS10, and histone mark H3K79me2 associated with the 
gene start10 (Supplementary Fig. 6). The patterns of chromatin 

structure in protein-coding genes fit well with existing knowledge 
(Supplementary Results and Supplementary Figs. 3 and 7).

Many of the chromatin states that seemed, at first glance, to 
be associated with protein-coding genes turned out to be associ-
ated only with genes active in the tissue type assayed for the data 
used in the segmentation (Supplementary Results). Segway also 
discovered patterns associated with specific functional elements, 
such as enhancers, insulators, regions of repressed gene expres-
sion and regions of no or very low biochemical activity (‘dead’ 
regions) (Supplementary Results, Supplementary Figs. 5 and 8 
and Supplementary Table 3).

We used Segway to generate hypotheses about the role of indi-
vidual sequences in promoting transcription that we then tested 
experimentally. We began by identifying expressed and unexpressed 
genes using RNA data. To determine whether specific sequences 
identified by segmentation labels correctly identified these genes 
as being expressed or not expressed, we used transient transfec-
tion followed by luciferase assays to test transcription of small  
(~1-kilobase) constructs that overlapped the gene’s TSS and either 
a segmentation TSS label (24 predictions of expression, referred 
to as ‘positive predictions’) or an ‘R’ (repressed) label (as defined 
by 67 predictions of no expression, referred to as ‘negative predic-
tions’). Every positive prediction resulted in substantial expression 
of a reporter, a majority of the negative predictions resulted in 
no substantial expression, and a larger majority of negative pre-
dictions not overlapping CpG islands resulted in no substantial 
expression (Supplementary Fig. 9). Positive predictions showed 
higher median expression activity than negative predictions.

Segway differs substantially from several previously described 
methods for jointly analyzing chromatin data (Supplementary 
Discussion). For example, Segway solves a fundamentally different 
problem than ChromaSig11, which does not attempt to fully parti-
tion the genome or integrate arbitrary combinations of functional 
genomics data. Segway is most similar to an HMM-based method 
called ChromHMM5. However, Segway and ChromHMM differ in 
several respects, chiefly in the relative resolution. Segway operates  

Figure 1 | Heat map of discovered Gaussian  
parameters in an unsupervised 25-label segmentation  
trained on 31 tracks of histone modification,  
transcription-factor binding and open chromatin  
signal data in 1% of the human genome. Row labels  
include last names of the principal investigator in  
whose laboratory data were generated, when assays  
were conducted in multiple laboratories (Stam,  
Stamatoyannopoulos). Each row contains parameters  
for one signal track, and each column contains  
parameters for one segment label. Within each row,  
we did an affine transformation, such that the largest  
mean was 1 and the smallest 0. The color in each  
cell indicates the transformed mean parameter   
according to the color bar on the left. The width  
of the black inner boxes is proportional to the  
square root of the variance parameter 2, after  
multiplying by the linear factor used in the  
transformation of . Dendrogram show a  
hierarchical clustering by both rows and columns.  
Functional categories manually assigned to segment  
labels: D, dead; F, FAIRE; R, repression; H3K9me1,  
histone 3 lysine 9 onomethylation; L, low; GE, gene end; TF, transcription factors;  
C, CTCF; GS, gene start; E, enhancer; GM, gene middle; segment label numbers were 
assigned arbitrarily.
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Exploratory	  analysis:	  clustering	  
combined	  epigenomic	  profiles	  
at	  feature	  (promoter/gene)	  
level	  
Calculate coverage around features 
of interest (here, TSSs) 

Cluster collective epigenomeic 
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Suz12 knockdown G1ME cells, which have impaired
PRC2. On the whole, we observed modest expression
changes in H3K27me3 modified genes, and found no con-
sistent change in promoter genes between the two cell types
(Supplementary Figure S10). Two major caveats influence
our interpretation of this data: first, the expression data
and ChIP-Seq data were not obtained from the same cells
(the Suz12 knockout ES cell data was from published micro-
arrays) and second, we did not assess the level of H3K27me3
on the promoters after inhibition of PRC2. Therefore,
additional experiments are required to determine whether
H3K27me3 in the promoter is having an activating role in
transcription or performing an alternate function.

K-means clustering confirms classification

Clustering approaches have been used to separate distinct
enrichment profiles for the H3K4me2 mark in T cells (10).

To further explore the classifications of our H3K27me3
profiles, we performed k-means clustering for all genes
longer than 5 kb. Figure 5 shows the results of cluster-
ing genes using five groups in G1ME cells. The largest
cluster corresponds to genes without any enrichment of
H3K27me3. Other clusters can be clearly associated with
our defined classes. Specifically, there is one cluster of pro-
moter genes, a cluster of broadly marked genes with a high
average enrichment and a cluster of broadly marked genes
with a low average enrichment. These results support our
classification scheme and illustrate the conservative nature
of our criteria. Our classification scheme only identifies the
most robust examples in each class; applying k-mean clus-
tering assigned a larger number of genes to each cluster.
Our classification approach was able to reliably identify
smaller populations of enrichment profiles, such as the
TSS profile, which do not form a separate cluster in

Figure 5. K-means clustering of genic H3K27me3 profiles in G1ME cells. The signal intensity is shown as a spectrogram, with red reflecting a high
enrichment signal and blue reflecting no signal. All genes were scaled to have the same length, and position relative to the TSS is shown in percentage
terms. Genes were sorted first by cluster, then by classification (black: broad; green: promoter; blue: TSS; grey: marked but unclassified). The
expression level of all genes is shown on the far right. Additional cluster profiles are provided for the other cell types (Supplementary Figure S8).
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Figure 6. The relationship between H3K4me3, H3K36me3 and H3K27me3 enrichment in ES cells. H3K36me3 enrichment across the gene (A) and
H3K4me3 enrichment around the TSS (B) for the promoter, TSS and broad classes of genes in ES cells. ASE plots of the H3K27me3 signal in ES
cells, where genes have been separated based on being called marked by H3K27me3 and H3K4me3 (C). The solid line is the profile for bivalent genes
(marked by both H3K27me3 and H3K4me3). The dashed line corresponds to genes marked with only H3K27me3 and the dotted line is the
H3K27me3 profile for genes marked with only H3K4me3.
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