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•  2008:  Major genome centers can sequence 
the same number of base pairs every 4 days 
•  1000 Genome project launched 

•  World-wide capacity dramatically increasing 

Further Evolution of Large-scale Genome 
Sequencing 
•  2000: Human genome working drafts  
•  Data unit of approximately 10x coverage of human 

•  10 years and cost about $3 billion 

•  2009: Every 4 hours ($25,000) 
•  2010: Every 14 minutes ($5,000) 

•  Illumina HiSeq2000 machine produces 200 
gigabases per 8 day run (BGI have 128) 



Large-scale genome sequencing 

•  Today 
•  1000 Genomes, Cancer Genomes, exomes 
•  Personal Genomes, Celebrity Genomes, Family Genomes 
•  Others 

•  Soon 
•  Thousands of cancer genomes 
•  UK 10K 
•  Diagnostic laboratories 
•  Much, much more 

•  Results 
•  Astronomical amounts of data 
•  Catalogs of human variation and mutation 



How is next generation sequencing data 
impacting major bioinformatics resources 

•  We have always attached a diverse community of users 
•  From absolute beginners to ninjas 
•  All need support 

•  Sequencing data is opening up new experiments and 
driving the transition to human as the model organisms 
•  Variation data is the largest component of this change 

•  Multiple challenges 
•  Data access for those who what big and small pieces 
•  Annotation and management of the resulting discoveries 
•  Your genome is unique and so is everyone else’s genome* 

* Identical twins not included 



1000 Genomes Project: Primary goals 
•  Overall: Create a deep catalogue of human variation to provide a 

better baseline to underpin human genetics 

•  Discover shared variation (shared = not private to individual) and 
characterise by allele frequency 
•  Aim for effectively all (not just a lot of) common variation 

•  For example: any variant down to 1% minor allele frequency in a 
population in the accessible genome has a 95% chance of being 
identified 

•  The pilot project and simulations will help to determine the precision 
of this statement 

•  Structural variants as well as SNPs 
•  Accessible because the project will used paired-end sequencing 

reads 
•  Deeper discovery in gene regions, down to 0.5% to 0.1% MAF 



1000 Genomes Project: Outcomes 

•  A public database of essentially all SNPs and detectable 
CNVs with allele frequency >1% in each of multiple 
human population samples 

•  Pioneer and evaluate methods for: 
•  Generating data from next-generation sequencing platforms 
•  Exchanging and combining data and analytical methods 
•  Discovering and genotyping SNPs and CNVs data 
•  Imputation with and from next generation sequencing data 

•  Produce an open resource building on HGP, HapMap etc. 
•  A control set for sequencing disease samples 

•  All data publicly available, cell lines available 
•  Anonymised samples without phenotypes 



1000 Genomes Project Design and Progress 

•  Three pilot projects 
•  Deep sequence two trios 
•  Low coverage (~2X) 60 individuals from each of three populations 

(180 individuals total) 
•  Gene capture for 1000 genes in about 700 individuals 

•  Pilot data collected in 2008; analysis now finished; paper 
now submitted to “a major journal” 

•  Full project data collection and analysis underway 



Pilot Project SNP Discovery 

•  84% of novel SNPs to a single population 
•  4% in all populations 

•  FDR: <5% for SNPs and <10% for small indels 



Genome-wide SNP distributions 

•  High variation rate 
•  HLA region 
•  Telomeres 

•  Low variation in other places 
•  notably 3p21 



Variation around genes 

•  Heterozygosity is lowest in middle exons 
•  Diversity is proportional to divergence 

•  Functional constraint is the driving force of gene diversity  



Value of additional samples for variant 
discovery comparing exon and low coverage 

•  220 LC individuals to find 99% of synonymous variants 
•  320 LC individuals for 98.5% of non-synonymous 



Major population groups comprised of subpopulations of ~100 each 
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Extension to 1,100 samples summer 2010  
1900 samples end 2010, 2500 samples end 2011 
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Pilot project 180 samples  



1000 Genomes data by populations  
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Total number of base pairs as of 11 June – 10.4 TB (12.5 TB including pilot projects) 
Approximately 3500x total genome coverage 

Population Sequence (gigabases) Total Coverage 
ASW 645 215x 
CEU 2368 789x 
CHB 1135 378x 
CHS 168 56x 

GBR 141 47x 
JPT 1841 614x 

LWK 1087 362x 
MXL 216 72x 

TSI 1257 419x 

YRI 1534 511x 



Putting this scale of data into perspective 

•  Size of EMBL/Genbank in April 2008 at the start of the 
1000 Genomes Project: 235,135,312,328 nucleotides 

•  The 1000 Genomes project routinely produces the 
equivalent amount of sequence every three days 
•  This is only a fraction of world-wide sequence capacity 

•  Data sizes in biology are now on the same order as those 
common in physics and astronomy 



1KG Data storage infrastructure 

Circa April 2008 

Today 



Challenges 

•  Access 
•  Data size, storage and transfer 
•  Providing access to other researchers that want to use the data 

•  Annotation of variant data 
•  Incorporating published and curated information 
•  Integrating data that is collected on the genome index 

•  Most human research data cannot be openly released 
•  How much diagnostic data should be released? 
•  From research to clinical practice 



1000 Genomes Project: Data Flow 

•  Developed organically with many loops to relatively 
smooth system that takes data from sequencing machine 
to FTP site in about 1 month 



The 1000 Genomes data infrastructure 

•  Most aspects are running relatively smoothly 
•  The pilot project produced about 100,000 sequence and other 

data files (there are now hundreds of thousands more) 
•  Reseqtrack knows where the file is, what has been done to it, 

potential problems, related result files 

•  Accurate data transfer and bandwidth remain significant 
problems 
•  File corruption during transfer is still relatively common 
•  EBI bandwidth demands have increased about four fold over the 

course of the project 

•  The groups using this data are still mostly those within the 
1000 Genomes project 
•  The demand is growing beyond the project participants 



ReseqTrack System: Pipeline overview 

run_event_ 
pipeline.pl 
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Input and event details 

L. Clarke 



!p.1000genomes.ebi.ac.uk 

www.1000genomes.org 

30‐50 terabytes of data 

Mostly in data formats that have just been invented  
and almost no one has heard of or knows how to use 

!p‐trace.ncbi.nih.gov/1000genomes/!p 

Project informa=on with regular news updates 
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1000 Genomes Browser Home Page 
http://browser.1000genomes.org 
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Location
- context
- genes

SNP tracks
- trio
- population







Expanding data availability with the cloud 

•  Amazon Web Services 
•  The final 1000 Genomes Pilot alignment files (BAMs) are now loaded 

into the Amazon EC2 cloud and have been formally announced last 
week 

•  Some files had to be split to accommodate the 5 Gb max file size of the 
S3 storage 

•  Anyone can use the data with standard AWS costs per computer 
hour (as low as 8.5¢ per CPU hour) 

•  We will be developing publicly accessible applications within the 
cloud environment and expect that others will as well 



AWS Public Data Sets 

We have just launched a complete Ensembl  genome 
browser mirror within EC2 (http://useast.ensembl.org). 



Challenges 

•  Access 
•  Data size, storage and transfer 
•  Providing access to other researchers that want to use the data 

•  Annotation of variant data 
•  Incorporating published and curated information 
•  Integrating data that is collected on the genome index 

•  Most human research data cannot be openly released 
•  How much diagnostic data should be released? 
•  From research to clinical practice 



Ensembl 

•  Ensembl’s mission is to enable genomic science by providing 
high-quality, integrated annotation on vertebrate genomes within a 
consistent and accessible infrastructure. 

•  Creating and providing core value-added data sets 
•  High-quality evidence-based gene sets 
•  Multiple alignments  
•  Gene homology and paralogy relationships 
•  Genome variation including SNPs, genotypes and CNV/SV data 
•  Integrative analysis of genome regulation 

•  Roadmap includes extensive support for data on multiple 
individuals 
•  Human cell lines, mouse strains 
•  Favouring integrated information 



Phenotype annotation - Genomic 

•  Genome wide association study data on 672 phenotypes 
•  Currently over 60,000 phenotype annotations 

•  All high-quality, curated and publication based  
•  Data is growing with every Ensembl release 



Annotation of the variation catalog in 
Ensembl 
•  Incorporated variation annotations representing 134 distinct 

phenotypes 
•  Reference 186 publications 
•  Currently 1120 variations with annotated information 

•  All high-quality, curated and publication based  
•  Data is growing with every Ensembl release 







•  Over 1400 LSDBs on the Human Genome Variation 
Society website 
•  Data integration with central resources has been challenging 

•  Locus Reference Genomic Sequences 
•  An informatics solution 

•  Stable, community-determined sequence 
•  Collaboration with the NCBI & Gen2phen 

•  Extension and generalisation of NCBI’s RefSeqGene project 
•  http://www.lrg-sequence.org 

Dalgleish, et al. Genome Medicine 2010, 2:24  

Phenotype annotation - Gene-based  







LRGs in Ensembl 



•  SNPedia 
•  Wiki-based system for 

editing information about 
SNP annotations 
•  Current data on 12418 

SNPs 
•  Licensed under a Creative 

Commons Attribution-
Noncommercial-Share Alike 
license 

•  www.snpedia.com 
•  Realtime updates in Ensembl 

Integrating live external data sources 



SNP Effect Prediction tool 

•  Calculates the effect of SNPs in the context of Ensembl 
genes and regulatory features 
•  Web and API interface 
•  Code back-ported to support NCBI36 assembly 
•  Programmatic support for tab-delimited and VCF files 

•  Previously SNP effects were pre-computed for all 
Ensembl species with variation databases and known 
SNPs 
•  Supports all species and arbitrary SNPs 
•  Easily integrated into analysis pipelines 

McLaren, et al. Bioinformatics.  2010 



McLaren, et al. Bioinformatics.  2010 



Challenges 

•  Access 
•  Data size, storage and transfer 
•  Providing access to other researchers that want to use the data 

•  Annotation of variant data 
•  Incorporating published and curated information 
•  Integrating data that is collected on the genome index 

•  Most human research data cannot be openly released 
•  How much diagnostic data should be released? 
•  From research to clinical practice 



The European Genome-phenome Archive 

•  Secure storage and authorised access to all types of 
data sets that might be generated in the context of 
research into molecular medicine 
•  Sequence; Genotypes  
•  Transcriptomics; Proteomics  
•  Phenotype data 

•  Enable the collection of 
larger cohorts and 
maximisation of resource 
use 
•  Sequencing capacity is 

increasing dramatically 
•  Analysis capacity is increasing 

more slowly    
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EGA Data Acceptance and Access 
•  Access decisions will remain with the data generating body 

•  Distributed model  
•  Transparency to the data generators 
•  EGA manages the access granted 
•  Users can also be restricted to particular collections within a study 

•  EGA is the European peer database to dbGAP (NCBI)  
•  dbGAP has adopted a more centralised model of data access 

decisions 
•  We plan data exchange of meta data and more extensive discussions 

are on going to increase data discoverability 
•  Working toward a common application for both databases to lower 

administrative burden 



Community Benefits of the EGA  

•  Data subject to access controls is a burden and it limits 
the number of researchers that will reuse the resources 
•  This may slow the pace of science and prevent serendipitous 

discovery 

•  However… 
•  Five years ago accessing this type of data was impossible 
•  Now it is just incredibly difficult 
•  This is real progress 
•  Complicated or overly onerous data access agreements are more 

likely to be ignored 

Nature Medicine, July 2010 
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EGA Consortium Page for WTCCC 
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Study Page for WTCCC T2D 
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WTCCC T1D Data Access Page 



Beyond research toward medical practice 

•  Needs: 
•  Consistent, traceable data generation and analysis routines 
•  Robust annotation based on public information sources such as 

those at the EBI 
•  Reporting into medical records 

•  Data storage: 
•  Probably not necessary for primary data as costs drop 
•  Individual variant catalogs are already much smaller than MRI 

data 
•  May prevent some liability issues 



•  Multiple commercial clinical services built on annotation/Ensembl 
•  Alamut - Mutation Interpretation Software - 

 http://www.interactive-biosoftware.com/ 

Enabling clinical services 



•  Multiple commercial clinical services built on annotation/Ensembl 
•  BENCH - array CGH platform - http://www.cartagenia.com/ 

Enabling clinical services 



LRGs are already part of HL7 
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Annotating the variation catalogue created by 
the 1000 Genomes projects (and other similar 
projects) will be one of the major future 
challenges in human genomics 

The results of this annotation will change the 
way that medicine is practised.  And will impact 
society. 
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